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Preface

The Army is dramatically changing the ways it makes use of terrain and environmental data. The
past, is represented by paper maps, acetate overlays and staff weather officers. The Army of the
future will be using digital terrain data, geographic information systems, automated meteoroiogical
data collection and dissemination, and artificial intelligence software to help tie it all together. A
major user of terrain and environmental data will be the Integrated Command and Control (IC2)
systems currently under development. Research efforts on applying Artificial Intelligence to terrain
reasoning and atmospheric effects are distributed between the Army, academia and industry.
Because of the dispersed efforts, it. is difficult, sometimes, for researchers to be aware of some of the
relevant research being done elsewhere. These considerations led to bringing together researchers in
environmental effects, terrain reasoning, geographic information systems, and the TRADOC
schools that have responsibility for establishing doctrine on how the Army will use weapon systems
in the field._,

Under the auspices of the kssistant Secretary of the Army for Research, Development and
Acquisition, the U.S. Army Symposium,/Workshop on Artificial Intelligence Research for Exploita-
tion of the Battlefield Environment was held on November 15-16, 1988, in El Paso. Texas. The
Workshop Symposium was sponsored by the U.S. Army Engineer Topographic Laboratories; the
U.S. Army Atmospheric Sciences Laboratory; Project Manager, Smoke/Obscurants; and the U.S.
Army Ballistic Research Laboratory. The hosting institutions were the University of Texws at El
Paso, the U.S. Army Air Defense Artillery Center and School, and the TRADnO Analysis Com-
nmnd. Scic.,c T noiogy Corporation (STC) was responsible for organizing and administrating
the symposium and workshop. The efforts of the following STC personnel are gratefully ack-
nowledged: Dr. Ardash Deepak. President of STC, Dr. Paul Try, the symposium moderator and
Ms. Carolyn Keene, the conference coordinator, and the members of her staff.

The members of the program committee were as follows:

John R. Benton, Chairman George A. Morales
U.S. Army Engineer Topographic Laboratories U.S. Army Air Defense Artillery School

Richard Antony Dr. Joseph H. Pierluissi
U.S. Army Signal Warfare Laboratory University of Texas at El Paso

MAJ Dave Davis MAJ Robert E. Richbourg
U.S. Army Engineer School U.S. Military Academy

Robert E. Dekinder, Jr. MAJ Tom E. Shook Aczesiot -or
U.S. Army PM Smoke/Obscurants U.S. Army Concepts Analysis Agency

NiIS Cf P&

Dr. Philip Emmerman Dr. Kay F. Sterrett DTIC IPB
u.S. Army Harry Diamond Laboratory U.S. Army Cold Regions Research and U,': . ,.Cid

Engineering Laboratory; :
Morton A. Hirschberg
U.S. Army Ballistic Research Laboratory Dr. Paul D. Try By

Science and Technology Corporation D i... I
Dr. Iloward Holt

U.S. Army Atmospheric Sciences Laboratory : . ,; ' de

or
ii



Table of Contents

P reface . ... ... .. .... . .. .... ....... .... ... ... .... ... .... .. ... ... .. i

Session I: The Realistic Battlefield

Design of a Software Environment for Tactical Situation Development ............. I
M. J. Coombs, R. T. Hartley, And J. R. Thompson

Issues Surrounding Development of Meteorological Expert Systems ................ 16
Timothy Sletten and Mark Stunder

A Heuristic Low Level Turbulence Foicast Decision Aid ...................... 24
Martin E. Lee

An Expert System Approach to Advisory Weather Forecasting .................. 32
Young P. Yee and David J. Nov/an

Symbolic Image and Terrain Processing to Automate the Intelligence
Preparation of Battlefield ............................................. 43

P. D. Lampru, Jr.

Army Requirements for an Intelligent Interface to a Real-Time
M eteorological Database .............................................. 54

G. Mcwilliams, S. Kirby, C. Fields, C. Cavendish, M. Coombs,
T. Eskridge, R. Hartley, H. Pfeiffer, and C. Sonderlund

Concept for Weather Related Decision Aids for the Tactical Commander ........... 58
Bernard F. Engebos, Robert R. Lee, and Robert L. qcheinhartz

Session 11: Automated Terrain Reasoning

Opening Address: Tie to the Future ..................................... 62
Bob 0. Benn

Allocating Sensor Envelope Patterns to a Map Partitioned by Territorial Contours ... 65
T. M. Cronin

Representation Issues in the Design of a Spatial Databae Management System ....... 79
Richard Antony

Digital Topographic Data Support ...................................... 101
R. B. Lambert, J. A. Messmore, B. G. Rose, J. R. Ackeret, and R. T. .Joy

iii



Scale-Space Representations for Flexible Automated Terrain Reasoning ........... 108
David Keirsey, Jimmy Krozel, and David W. Payton

Spatial Analysis for Automated Terrain Reasoning .......................... 119
David L. Milgram, Richard F. Shu and Michael J. Black

A Multi-Level Knowledge Representation for Reasoning about Terrain ............ 123
Iris Cox Hayslip and John F. Gilmore

Future Minefield Terrain Analysis Requirements ............................ 138
Robert A. Sickler

Session I][: State-Of-The-Art Applications

Mercury: A Mesoscale Meteorological Data Fusion System
for Corps-Level Application ........................... ................ 143

C. A. Fields, M. J. Coombs, C. Cavendish, T. C. Eskridge, R. T. Hartley,
H. D. Pfeiffer, C. A. Sonderlund, S. Kirby, and G. McWilliams

Applying Artificial Intelligence Techniques to the GIS Data Acquisition Problem ..... 158
Robert F. Richbourg

An Expert System for Minefield Site Prediction ............................ 166
Jonathan W. Doughty, Anne L. Downs, Michael J. Gillotte Jr.
and Stephen A. Hirsch

Neural Networks for the Realistic Battlefield .............................. 180
Edward M. Measure and Jeff M. Balding

Decision Support System Software for the Battlefield Environment ............... 190
S. A. Barrett, S. W. Barth, and K. H. Gates

Avenue of Approach Generation ........................................ 203
D. Powell and G. Storm

Representations to Support Reasoning on Terrain ............................ 212
D. R. Powell, J. C. Wright, G. Slentz, and P. Knudc

Between Prototype and Deployment: Lessons Learned Field-Testing
an Expert System .. ................................................. 223

Rosemary M. Dyer

I11



Session IV: Basic Research in Artificial Intelligence

Computer Detection and Tracking of Multiple Objects in Television Images ........ 231
Andrew Bernat, Stephen Riter, and Darrell Schroder

Spatial Averaging of Soil Moisture ..................................... 242
Perry J. LaPotin and Harlan L. McKim

Utility of an Artificial Intelligence System in Forecastin.g
of Boundary-Layer Dynamics .......................................... 267

M. D. McCorcle, S. E. Taylor, and J. D. Fast

Research in Terrain Knowledge Representation for Image Interpretation
and Terrain Analysis ................................................ 277

Olin Mintzer

Improved Expert System Performance through Knowledge Shaping .............. 293
Joseph A. Vrba and Juan A. Herrera

IvI

_ I



DESIGN OF A SOFTWARE ENVIRONMENT FOR
TACTICAL SITUATION DEVELOPMENT

M. J. Coombs and R. T. Hartley
New Mexico State University

Las Cruces, NM 88003-0001, USA

J. R. Thompson
Science Applications Intcmational Corporation

Albuquerque, NM 87106, USA

ABSTRACT

This paper concerns the development of a prototype Tactical Situation
Development Environment (TSDE) which will aid intelligence analysts to construct
and evaluate future situational projections and will support this function by main-
taining appropriate models of the current situation. Conventional automated prob-
lem solvers have failed in these tasks because they are deterministic, being designed
to solve pre-determined problems using pre-defined sets of knowledge and data.
They are unable to accommodate the uncertainty characteristic of the realistic
battlefield. In contrast, we have employed a general-purpose automated problem
solving architecture - Model Generative Reasoning (MGR) - designed for informa-
tion processing in noisy and ill-specified problem domains. The MGR architecture
is currently being developed for a number of military information integration appli-
cations, including meteorological data fusion, situation analysis and deception plan-
ning.

1. THE SITUATION ANALYSIS PROBLEM
A major part of situation analysis is a data driven process that depends on sen-

sor data for unit and node location and identification. The continuous monitoring of
enemy order of battle makes this aspect fairly reliable, being mostly a matter of
correlating signatures to equipment and equipment to units through tables of organi-
zation and equipment (TO&E). However, analysts tend to become overdependent
on sensor data, which commonly leads to operational inflexibility and the suscepti-
bility of intelligence to enemy deception.

Intelligence products with the highest payoff are those that go beyond raw data
to predc;lt enemy intentions (Thompson et al., 1988). Models of intentions are valu-
able because they enable Blue to anticipate Red operations, to identify enemy vi-
nerabilities, and to improve performance through added preparation time. They are
also difficult to construct. The analyst must integrate into a coherent set of



interpretations a complex of diverse, and often dynamic, factors. Moreover, integra-
tion has historically been manual, based on sets of map overlays, and must fre-
quently proceed on the strength of very uncertain data, or even the absence of data
expected given some observation. Situation analysts thus have a natural tendency to
report uninterpreted facts, to hedge bets hy qualifying predictions, or to delay pred-
ictions until more evidence is available.

Support for intelligence preparation of the battlefield (IPB) is currently sup-
plied in the form of templates. These provide the analyst with prototypical back-
ground information on all aspects of the Red and Blue force. Templates represent
descriptions of prototypical battlefield elements and are intended to be used as start-
ing points for data interpretation. To them the analyst must add an understanding of
the hattlefield area in terms of terrain and the effects of weather on friendly and
enemy troops, plus any cultural aspects of the area that could impa'' on operations.
Finally, he must integrate battlefield data into this templated picture to form a
description of the battlefield situation.

The templating process constitutes a complex hypothesis generation and testing
task (Thompson et al., 1983). Situational hypotheses are formed from multiple tem-
plate overlays which are adjusted to meet environmental constraints. These com-
pound templates are then tested through integration with battlefield data. However,
there are strong indications that the templating procedure is not adequate for captur-
ing the complex, highly dynamic and variable events characteristic of a battlefield
and so may actually add to the analyst's cognitive load without improving perfor-
mance (Thompson et al., 1986; Coombs et al., 1988b). In particular, it has been
found that: (i) parts of a template my conflict with real intelligence data in ways
that require the analyst to engage in a lengthy process of resolution, where the
conflict is an artifact of the template's status as a prototype (c.f., Brachman, 1985);
(ii) the method does not in itself provide support for resolving incoherence between
several different templates selected as interpretations of different subsets of frag-
mentary data, thus adding to, rather than reducing, the analyst's uncertainty; (iii) an
analyst may need to characterize a situation which is novel and which has thus not
been templated; (iv) templates do not adequately capture the temporal aspects of
situation development.

It is not possible to formulate, test and maintain multiple situational
hypotheses of any complexity without automated support. This is particularlv true
for the analyst working in the field under stress and facing a barrage of changing
battlefield data. An automated aid should help the user to: (i) construct and evalu-
ate alternative situation scenarios as competing interpretations of available data; (ii)
maintain a set of coherent scenarios in response to changing data; (iii) identify
sources of incoherence between the hypotheses and data as they arise; (iv) enable
the user to test the effects of tactical assumptions on the set of scenarios in order to
develop predictions (i.e., "what if?" games). Moreover, because the automated aid
is required to radically enhance analytical skills by changing the user strategies for
information integrating, the technology must be capable of being embedded into
training systems. Any support system available during training must also be capa-
ble of serving as an aid to real situation analysis in the field. The Model Generative
Reasoning (MGR) automated problem solving architecture (Coombs and Hartley,
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1987, 1988; Fields et al., 1988) developed in the Computing Research Laboratory
(CRL) will provide such a technology.

2. TECHNOLOGICAL REQUIREMENTS

Proposals for providing computer support using Al, including automation of
the templating method discussed in the previous section, have proved unable to
meet the challenge of situation development. In common with other Al-based tacti-
cal decision aids (TDAs), automated situation analysis aids employ knowledge-
based system technology. This technology was developed by AI for application in
complex domains where problems are not amenable to algorithmic solution because
of the uncertainty or incompleteness of problem solving knowledge or data. The
problem solver must therefore rely on the weaker strategy of edging towards a solu-
tion by the application of successive heuristics in response to descriptions of indivi-
dual problem states. The justification for this approach is clear: a battlefield
represents a complex and highly uncertain environment. It is therefore not possible
to specify algorithmic solutions, even when problems can be clearly specified in
advance. However, the technology has proved to he brittle, i.e., subject to unantici-
pated failure, in the very environments it was designed to address (Coombs and
Alty, 1984).

MGR was designed to provide an architecture for automated problem solving
in uncertain task environments. The task environment is defined as uncertain when
it is not possible to anticipate the range or type of data that the system will have
available ahead of time. It will therefore not be possible to identify the set of prob-
lems that the system will be able to solve, and hence not possible to specify the
knowledge the system will need for solution (Fields and Dietrich, 1988). The
objective of an MGR system is to form descriptive structures - models - that provide
coherent interpretations - covers - of particular world situations. Models are gen-
erated, evaluated and refined continuously in response to new input from the
system's environment. MGR problem solvers are therefore not goal driven in the
traditional sense. They have no fixed expectations that determine the structure of
solutions, although deviation from expectations may be a factor in the evaluation of
solutions for the purpose of answering queries.

MGR provides a powerful technology for determining relationships between
uncertain data and templates through its ability to decompose, reconstruct and refine
alternative situation descriptions, represented as MGR models, in order to achieve
coherent covers of input. MGR is capable of: (i) automatically generating multiple
alternative situation descriptions where information is ambiguous; (ii) maintaining
the internal coherence of situation descriptions with new input; (iii) enabling a
given information item to be viewed in multiple contexts; (iv) decomposing and
recombining knowledge structures (e.g. doctrinal templates) in order to cope with
novel conditions; (v) projecting situations in time. Furthermore, the MGR architec-
ture is intrinsically parallel. Systems developed using MGR are thus ideally suited
for implementation on fast parallel hardware.
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3. THE MGR ARCHITECTURE

The MGR architecture is shown in Fig. 1, and is described in Fields et al.
(1988). MGR is logically a shared-data parallel virtual machine that accepts input
from two databases, a fact database F containing input data and a definition data-
base D containing stored knowledge. Models are generated by combining informa-
tion from D witt i formation from F. Four operators, specialize (Sp), fragment
(Fr), merge (Mr), and generalize (Gn), act on the population M 'f models in an
autonomous fashion. The functionality of these operators is specified completely by
the architecture. The activity of the operators is governed at a control level above
them; control determines when the operators act, but not their functionality. Stra-
tegy in MGR thus consists largely of scheduling these four operators. Additional
operators select (SI) and evaluate (Ev) are employed to regulate the flow of facts
from F and definitions from D to M, and to evaluate the resulting models with
respect to user-specified criteria, respectively. The precise functionality of these
operators, unlike that of the graph manipulation operators, is specified as part of
each application program.

S I._

x Z D

Figure 1. Data-flow diagram of the MGR architecture.

Informally, Sp takes a model m as input, and generates a set of larger, more
specialized models by adding definitions. The role of Sp is, therefore, to "glue"
knowledge to facts to create models that cover the facts. The number of alternative
models generated by each cycle of specialization may be changed by regulating the
selection of the subset D' of definitions used as input to Sp. In the current imple-
mentation of Sp, D is chosen as a minimal subset of D that allows a complete
cover of m; Sp thus generates parsimonious models. Fr opposes Sp by breaking
models into fragments in a way that preserves the information contained in facts,
but may destroy some relational information obtained from definitions. Fr thus
removes definitional information, but not factual information; its role is to break
apart models that do not cohere with the available facts in order to generate frag-
ments that can be recombined. Like Sp, Fr can be regulated through choice of the
input fact set F'; F is taken to be F in the current implementation. Gn and Mr
take subsets of models as input, and generate single models as output which are,
respectively, less or more specialized than the models from which they were
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generated. Gn is capable of generalizing both factual and definitional information;
its role is to maintain coherence by removing over-specializations. Mr merges
models whenever possible; its role is to generate models that have the greatest pos-
sible covering power. All of the ope.-ators write over the model population; the set
of models available for operating on. therefore, changes after every operator appli-
cation.

4. THE TACTICAL SITUATION DEVELOPMENT ENVIRONMENT (TSDE)

4.1 THE TSDE CONCEPT
The concept of a Tactical Situation Development Environment (TSDE) for

analysts engaged in situation development arose from research undertaken into intel-
ligence information integration by (Thompson et al., 1983), in co-operation with
USAICS, and by (Thompson et al., 1986), in co-operation with the RADC. These
studies concluded that the greatest single limitation is that human analysts are only
able to consider one hypothesis at a time. The TSDE provides a basic set of data
interpretation and situation modeling capabilities to be used as an operational aid to
help analysts maintain and evaluate multiple hypotheses.

The TSDE architecture supports two contrasting analytical functions: (i) the
maintenance of baseline situation descriptions in response to new intelligence infor-
mation, and (ii) the projection of selected situation descriptions in order to evaluate
hypotheses concerning possible Red intentions. In baseline processing the objective
is to generate situation descriptions that are maximally faithful to available intelli-
gence data. In projection processing the objective is to generate descriprions that
are maximally faithful to user assumptions.

The baseline situation development module interfaces to a database of intelli-
gence reports. Data related to a specific mission task are selected from tl, e report
database and submitted to MGR for processing as sets of MGR facts F. The data
are then interpreted using environmental information and deployment/activity tem-
plates, represented as the MGR definitions D, to form a set of alternative descrip-
tions of the current situation, represented as the set of MGR models M. The alter-
native descriptions are then evaluated as explanations for the data in F. Further
development of models is driven either by weaknesses discovered during evaluation,
the arrival of new reports, or by user queries.

The projection module enables a user to construct temporal extensions of base-
line models in order ask hypothetical questions con erning the development of
events and their military impact in terms of threat, risk and uncertainty. Projection
will usually focus on specific hypothetical ("what if?") queries which require the
introduction of query specific assumptions into models, e.g., the examination of pos-
sible avenues of approach may require the addition of assumptions concerning
Red's previous use of available avenues. It is unlikely that such information on
Red's past actions would have been brought in by data during the construction of
baseline descriptions and so it will have to be added in response to the query before
predictions of possible Red actions can be generated. Other queries may require the
selection of subsets of baseline models, e.g., those coherent with some query
assumption, or the extraction of specific features, e.g., the removal of all
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environmental factors in order to give solutions a doctrinal perspective.

4.2 REPRESENTATION
Intelligence reports, deployment/activity templates and situation descriptions

will be represented through the Conceptual Programming (CP) system (Hartley,
1986) as sets of conceptual graphs (Sowa, 1984). CP is being employed for
knowledge representation in the MERCURY meteorological data fusion system
(Coombs et al., 1988a) and has the capability of mixing the three levels of con-
straints between objects: structural relations, temporal constraints and constraints
qualitative/quantitative relations.

In contrast to the static prototypical templates currently used for situation
development, TSDE will form dynamic structures that integrate the material and
functional aspects of military units with environmental factors. These structures are
also capable of being animated and so initial states may be projected through time
and space to generate a sequence of snapshots representing an evolving event. Any
uncertainties in the development of events will become visible as underdetermined
inputs to procedural and functional constraints. The example presented later
demonstrates these capabilities.

4.3 TSDE PROCESSING MODULES

4.3.1 Baseline Module

The objective of the baseline module is to maintain a set of models that give
the most complete and detailed description of the current situation that is coherent
with available data. Interpretations are generated to the extent of naming Avenues
of Approach (AAs) and indicating Named Areas of Interest (NAIs). The templates
transferred to the set of working definitions D thus serve as a set of expectations
which are used to augment and amplify relations between data items.

A basic control strategy has been adopted for the baseline module that ensures
that baseline models are faithful to current data. This is achieved by generating spe-
cialized models which are complex and so are defeasible by new information. This
will maximize the likelihood of a model being negated by new input. Following the
basic diagnostic strategy reported in (Coombs and Hartley, 1987), this is imple-
mented by giving the operators specialize (Sp) and merge (Mr) preference over
fragment (Fr) and generalize (Gn). Sp will generate larger, more specialized
models by adding definitions, while Mr will integrate them into maximally related
structures. Gn is applied when an incoherence is found between unsupported con-
cepts during the application of Mr. This has the effect of al!owing the Mr to exe-
cute by generalizing away the blocking concepts. Since these concepts have no
direct support from data, there is no reason to maintain their leel of precision.

4.3.2 Projection Module
Projection is undertaken on available baseline models in order to address

specific intelligence queries. Queries typically focus on one of six questions con-
cerning possible future enemy dispositions of actions. These include: who?, what?,
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where?, when?, with what?, and with what strength? Responses require the genera-
tion of hypothesized situation projections that elaborate alternative AAs and NAIs
to give Target Areas of Interest (TAIs). The set of projections can (hen be
evaluated with reference to the degree of enemy threat, the risk to friendly forces
and levels of uncertainty. The projection module will seeks to project baseline
models around opposing, although not necessarily incoherent, query assumptions.
The projection strategy will seek to maximize the effects of these assumptions and
the query will be answered over the resulting set of projected models.

The basic model generation strategy for the projection module varies from that
of the baseline module in its emphasis on elaborating differences between models
that impact on a query, irrespective of whether they have factual support. Follow-
ing an initial run of specialize (Sp) to fold in user assumptions, merge (Mr) and
generalize (Gr) will only be applied under user direction to support "w7hat if?"
experiments; Gn will be used to test the effects of loosening constraints imposed by
specialized, but unsupported, sections of model while Gn will be used to test the
coherence of mod-' fragments. Currently Evaluation is under user control.

5. THE BATTLE OF EDGEHILL

5.1 AN HISTORICAL ACCOUNT

The battle of Edgehill was the first real encounter in the English Civil War
between King Charles lst's army and the opposing Parliamentarians. On 12th.
October 1642, the King was in Shrewsbury ready to march on London. The Earl of
Essex, who led the Parliament's army, was stationed at Worcester. The King
started ". march to London hoping that he could reach London before Essex, or at
least encounter the enemy and beat them in the field. Another factor in the decision
was that the King favored a cavalry battle, and the land around Worcester was
'enclosed' i.e. the land was parcelled up and divided by thick hedgerows - unsuit-
able for cavalry. October was almost too late for a serious campaign since the
nights get too cold, and the roads become impassable.

After ten days, the King reached Banbury, threading between Parliament
garrisons at Coventry and Warwick. Meanwhile Essex started from Worcester on
the 19th. having got news of the King's march, and reached Kineton on the 22nd.
The Royalists decided to rest at Edgecote and planned to send out a small brigade to
take Banbury. The King scattered Ais army around the surrounding villages for the
night, and it was in one such village that the King's quartermasters encountered
those of the enemy. Having received this unexpected intelligence, the King sent out
a force to confirm their presence in Kineton. The King resolved to rendezvous at
Edgefill the following day, while Essex, acting on intelligence about the King's
intent to march on Banbury, decided to try to relieve the town. The battle was then
inevitable, since Edgehill lies on the path from Kineton to Banbury.

Edgehill was a stecp escarpment devoid of trees, and the King assembled his
troops on the top. Essex did not seem inclined to attack up the hill, so the King
de,,ided to go down ind attac' him. The King's cavalry, led by his nephew Prince
Rupert, routed their opponents on the flanks, chasing them back to Kineton, but the
foot soldiers fought to a draw, both sides being exhausted bv the end of the day.
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Essex took his army off to Warwick, leaving the King a tactical victor. See Fig. 2
for a map showing the critical towns and the AA's.
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Figure 2. The theatre of war.

5.2 OUR HYPOTHETICAL ACCOUNT

We have taken the Parliamentarian's point of view and have modified the his-
torical account somewhat in order to display how the decision making might have
gone with better intelligence gathering. Our intent is to show capabilities in provid-
ing automated help for the four objectives outlined in Section 1. They are repro-
duced here for easy reference:

(i) to construct and evaluate alternative scenarios as competing interpretations of
available data;

(ii) maintain coherence in the scenarios in response to changing data;
(iii) identify sources of incoherence between hypotheses and data;

(iv) enable the user to test the effects of tactical assumptions to develop predic-
tions.
We will show that our example of the battle of Edgehill demonstrates capabil-

ity in each of these areas.
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5.2.1 Phase one: Baseline Models
The generation of the initial set of baseline models fulfills objective I above.

We also show that by changing the input data only slightly, the nature of the models
generated can change radically. This covers the second objective. We will now
show, in detail, how these different scenarios are produced by MGR. Throughout
the example, we take the Parliamentarian's point of view. Thus the 'Red' army are
the Royalists, led by King Charles.

5.2.1.1 Available Intelligence
Initially there are three pieces of intelligence. They are:

INTI: the date - 9/20/1642;
INT2: the location of the King's army - at Shrewsbury;
INT3: a leading indicator - the fact that the King's army has been seen to

be "victualling" (gathering food and supplies) at a low level of
activity. As we shall see, this is evidence that the King intends to
garrison Shrewsbury, possibly because of the lateness of the date in
the campaign season, and the coming of winter.

We assume that intelligence has been gathered, filtered for immediate
relevance (although MGR is capable of accepting any input) and converted to con-
ceptual graph (CG) form. They are then input to the CP knowledge engineering
environment, in the form of CPfacts. These fL-ts are shown in CG form in Fig. 3.
They are clearly unconnected, in the sense that they have no labels in common.
MGR's job, initially, is to connect them by finding a suitable minimal combination
of definition graphs that covers all the labels in the fact set. To look at the possibil-
ities of cover, we need to look at the available definitions.

[TOWN:Shrewsbury

IVICTUALLING

POS:*tt

ATIR :;t

J D ATE :9-2 -1 ---
ACTIVITY:Low ]

ARMY :Red

Figure 3. The initial pieces of intelligence
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5.2.1.2 Knowledge of Red's Possible Tactics
All definitions are also input into CP and are then available to MGR. MGR

makes connections between facts and definitions by matching the labels in the fact
set with the contents of all definitions. Where a match is found, a partial cover of
that fact with the corresponding definition exists. Total coverage is obtained when
all labels in the fact set are covered by at least one definition. Since alternative
combinations of definitions may be found to provide complete coverage, then a
minimization is carried out, resulting in the minimum sets of definitions that cover
the facts. If a particular label in a fact has only a single definition that covers it,
then that definition is guaranteed to be necessary for complete cover. When a label
has many alternative definitions that cover it, then, in general, this will produce
many alternadve total covers. The first is what happens initially in our example.
The label VICTUALLING is only found in the definitions of the tactical options
called GARRISON and PREPARE.

5.2.1.3 The GARRISON option
The graph for the definition of GARRISON is shown in Fig. 4. It contains the

following information. An army garrisons in a town at the start of winter, and its
leading indicator is the level of victualling activity. A constraint actor, called
WINTER?, will fail a model containing it unless it is the start of winter, and the
level of victualling activity is "low". This is an example of the three layers of
knowledge represented in CP. The first layer simply relates terms together; the
second, the procedural overlay, relates any states and events together in a temporal
fashion; the constraint overlay conditionally relates any instantiations of the term
labels (numbers, dates, names etc.). This is a highly simplified account of what it
was for an army to garrison, but it illustrates the principles of the representation of
such knowledge. If there are multiple accounts of garrisoning that are possible, CP
can also represent these for MGR to incorporate into its models.

WINTRSON P 40 R

Figure 4. The definition of GARRISON
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2 1.4 The PREPARE option
TIe alternative to garrisoning for an army is to prepare to march. Its definition

is very similar to garrison, but does not mention winter. A model containing it will
only succeed if the level of activity is "high". (The distinction between high and
low could be made more elaborate, but here only a binary distinction is necessary).

5.2.1.5 The first models.

With the facts INT1-3, three models are produced, two with GARRISON, and
one with PREPARE. Only the GARRISON model succeeds, however, because the
constraint actor in PREPARE fails, and in the other GARRISON model, thc fact's
date is identified with the end of winter instead of the start. The successful model
is shown in Fig. 5.

FDA T DATE :9-28- 1 W4

STO ARTe

[ ACTIVITY:Low l

Figure 5. The GARRISON model.

At this point we assume that new intelligence reaches us, raising the level of
victualling activity to high. This is INT4. The date has also progressed to October
13th. (INT5). By swapping INT4 for INT3, and INT5 for INTI, the the situation
becomes inverted. The GARRISON models fail, leaving the PREPARE model.

There is in both cases a single model that covers all the selected facts. Now
assume that intelligence is gained of Red's new location (at Bridgenorth), and of the
King's mission. This should give us a way of assembling models that explore the
various possibilities of Red's objectives, and their consequences.

5.2.1.6 Red's Mission
From Fig. 6 it is clear that the King plans to take London before November

l1th., and that Rupert, the King's cavalry commander is a major player. Any
models that take this into account will need to talk about battle tactics rather than
the concerns of feeding the army that were incorporated into the first models. We
have assumed three possibilities here. Firstly, there is the possibility of a BLITZ
march on London, as fast as possible, presumably travelling without heavy artillery
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which would slow the march considerably. Secondly, Red could march to a
friendly large town (Bristol was the obvious choice) where it could REINFORCE its
ranks, then march on London. Lastly, Red could engage the enemy in the FIELD,
beat them, and then march on London at its leisure. These three options are
represented with temporal and constraint information in as generic a fashion as pos-
sible. Indeed they may well be Blue's possible tactics as well, but we should
assume that they are Blue's understanding of Red's preferences, and do not neces-
sarily have any wider significance.

CAVC :Rupert

PART
IDATE:II-1-1'64i2

Figure 6. The King's mission.

With the new information, nine models are produced, three for each of the bat-
tle tactics combined with three possible avenues of approach (through Bristol,
through Oxford, and through St. Albans). Of these nine, only two survive, the oth-
ers being rejected on constraint satisfaction grounds. For instance, all three avenues
of approach through Bristol are rejected because the march would take too long.
The two surviving possibilities are to BLITZ through Oxford, and to engage in a
FIELD battle. The latter survives because Rupert is a cavalry commander, and
would prefer a FIELD battle in open terrain. The FIELD model is shown in Fig. 7.

Because there are two models which cover the latest intelligence, MGR can
attempt to merge them in order to combine the previously separate options. In this
case, the merge succeeds, resulting in a BLITZ/FIELD model which show how a
battle could occur during a fast march on London through Oxford.

5.2.2 Phase two: Projection of Blue's Assumptions

In the second phase of situation analysis, the baseline models are assumed to
have been evaluated and accepted as probably representative of Red's intentions.
The next phase - projection - tests the coherence of a Blue assumption with any of
the baseline models. In the example we have encoded two such assumptions (Fig.
8). The intent is to show how the named areas of interest in the baseline models
(the towns on the various avenues of approach) become target areas of interest in
thu: projection models. In particular, the second assumption leads to the projection
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Figure 7. The FIELD model.

of a battle site (Edgehill itself) as a target area.
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clash with the models of Red's likely choices. The interpretation of this result is
i that the assumption made is too weak.

5.2.2.1 The Choice of a Battle Site
I Thge second assumption is purposely stronger. It states tihe desired intention

of Blue to defend any battlefield chosen by Red with a particular type of force, and
that the battlefield should be in Closed terrain (i.e. unsuitable for cavalry), and be

J flat land. This assumption is coherent with the BLITZ model, producing little of
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interest, but is incoherent with the FIELD model. This incoherence triggers MGR
into generalizing the assumption, since it is assumed to be too strong. The generali-
zation, when re-specialized with the intelligence facts that the model was built on,
produces a model with the definition of a any battle joined in which, as its con-
straint overlay, chooses a battle site by correlating the set of towns on the avenue of
approach, and the type of terrain. In this case, the terrain is forced back to 'Open',
and the appropriate battleground is found t be Edgehill (Fig. 9).
k CACRDet INF Cic MOVEMENT] FOrce:Cavalry

TOUN:ShrePsbury P PTt

Figure 9. The final model
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ISSUES SURROUNDING DEVELOPMENT OF

METEOROLOGICAL EXPERT SYSTEMS

For DoD Use

Timothy Sletten and Mark Stunder
GEOMET Technologies, Inc.

Germantown, Maryland 20874, U.S.A.

ABSTRACT

The purpose of this paper is to describe several meteorological
ES's developed for DoD use by examining the issues surrounding their
development. The first issue is the need for the ES's. Reasons are
presented which show how these systems can benefit DoD decision
makers. These reasons include consolidation of knowledge and
technology transfer. A second issue is knowledge acquisition.
Proper knowledge is the key to the development of any ES and is
especially important in the creation of meteorological systems. We
discuss how knowledge should be acquired in relation to available
experts. We also argue that knowledge acquisition goes beyond just
a discussion with an expert, but instead includes detailed
examination of literature and data. Pitfalls within the knowledge
acquisition process will be discussed. The final issue is uspr
acceptance. User acceptance is examined from twn pcrbpectives:
quantitative (statistical) data designed to show how the ES measures
up to an observed data set and more importantly, qualitative, where
the FS is rated by the user. Specific examples of user acceptance
are discussed. This includes showing actual evaluation sheets
designed to aid in the qualitative evaluation process.

1.0 INTRODUCTION

The expert system area continues to show increasing popularity
and promise for use in environmental decision making and in
meteorology. A Knowledge Based Expert System (KBES) (see Fig. 1) is
basically a structured collection of knowledge that can interact
with users. This interaction is accomplished by a series of
questions and answers or by a series of data inputs directly into
the system. These questions or data inputs are in a controlled
sequence that is designed to access the knowledge data base. The
end product results in the user receiving recommendations with a
probability of success. Expert systems also include the capability
to describe their line of reasoning and to play "what if" games with
various data input.

We will begin with a brief overview of some primary advantages
and justification for the expert system. Next we will look at
various steps and some important associated issues in developing
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Fiqure 1. Generalized structure of an expert system.

these systems. In doing this we will relate some of these'issues to

the systems we developed for DoD.

2.0 ADVANTAGES AND JUSTIFICATION FOR THE EXPERT SYSTEM

Much of the justification and reasoning for an Expert Advisory
System can be simply traced to its differences from more traditional
numerical-model-related, output oriented programs. These
differences can be broken into three key areas:

" Representation of information (data/knowledge)
• Processing
* Explanation.

Numerical models manipulate data only; they are totally
dependent upon the right initialization of this data. A KBES deals
with heuristics and knowledge (along with the data needed to use the
knowledge). In an expert system we are able to represent the total
meteorological picture using rules of thumb or structures that are
not directly 2ncumbered by number crunching.
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Expert systems have explanatory facilities that can explain
both their lines of reasoning and individual rules. An expert
system knowledge data base also has the capability to be readily
changed, should new information become available.

In addition, these systems act as valuable training tools.
Using simple English explanatory terms, these systems can teach and
illustrate for the user the local factors to be considered when
evaluating a problem or making a forecast. This is important in
decreasing the orientation time for the new man on the job or the
new user in the field.

There is also great value to capturing and preserving
knowledge. As technology/techniques, people and priorities change
so might our knowledge. It is important in any field or application
not to loose track of basics we learned and what was important at
the start. Although they are rarely used today early 60's, 50's
and even WWII forecast techniques in meteorology are still in many
cases applicable to modern weather analysis. With expert systems we
can now capture and take advantage of all Domain Knowledge, putting
it in a structured form which could be useful in providing advice.

3.0 STEPS AND ISSUES IN CREATING AN EXPERT SYSTEM

The evolution of an expert system proceeds through a series of
steps or phases designed to improve incrementally the use of the
system knowledge.

Step 1 - Knowledge Acquisition and Knowledge Identification

The first step In developing an Artificial Intelligent Expert
System (AI/KBES) is the characterization of the domain (in our
examples meteorology) knowledge. "Knowledge" itself is the key
ingredient to any expert system development. Thus, knowledge
acquisition is a crucial aspect of developing an expert system. It
is important, not only because knowledge is necessary to make the
expert system run, but also because of the importance of expert
system developer-user interaction. The term "knowledge engineer"
has been associated with the person who collects the knowledge and
formulates the presentation schemes.

The knowledge can be embedded in the literature or acquired
from experts. Various techniques can be used to acquire knowledge
from experts including interviewing or observing the expert at work.

The literature review is an important first step in this process
as it sets the stage for later interviews. The review is straight
forward with domain and other resources examined.

The knowledge engineer usually has intensive interactions with
the domain experts. This poses some interesting situations in many
AI applications where AI-oriented knowledge engineers try to becone
pseudo-experts in a particular field. Sometimes it is successful,
many other times it is not.
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In the meteorology field, for example, there is no reason why
meteorologists cannot become knowledge engineers themselves,
provided they have the proper training. A readily apparent analogy
can be drawn between computer scientists and meteorologists. Most
meteorologists can program in FORTRAN or other common computer
languages. They also know how to logically design a structured
program. Consequently, they can do much of the work themselves.
Should a more theoretical programming problem be encountered, a
computer scientist could be called in to help the meteorologist
resolve the difficulty. Similarly, in AI-meteorology,
meteorologists can be trained as knowledge engineers and conduct
interviews and structure expert systems themselves. Should a major
difficulty be encountered, the meteorologist could call on a (pure)
knowledge engineer or theorist.

Also important is credibility of both the system concept and the
knowledge engineer in the eyes of the expert. One method to
maintain a good working relationship is to keep the engineer within
the field of the expert. By doing this, the knowledge engineer
becomes more believable.

We have found these considerations important in our efforts in
developing several systems for the Air Force and Army.

STEP 2 Knowledge Representation

This step involves selection of an architecture appropriate for
system design. Two general approaches include frames and rules. A
frame contains knowledge about a topic in the form of slots; rules
contain individual if-then or similar structures. This phase also
involves selection of either an AI language such as LISP or PROLOG
or a shell, which is a software package that aids in expert system
development through input of rules and knowledge much like Lotus
1-2-3 aids in graph creation through data input by the user.

Using these approaches, knowledge can be represented uiing a
variety of techniques. The two major architectural mechanisms for
representing knowledge are:

• Forward Chaining
* Backward Chaining.

Under forward chaining, the entire process is data driven and
the various rulepaths within the expert system examine the available
data and try to test any data-specific hypothesis to acquire more
facts or knowledge about a situation. This architecture could be
most useful in the emergency threat environmental area (i.e.,
dispersion of toxic gas) or other areas where final goals are not
clear.

Under backward chaining, the rulepaths are oriented toward a
common main goal. This goal is achievable if the rules satisfy
various subgoals.
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The problem today is that many applications have been restricted
to one approach. For example, because of our past familiarity with
and simplicity of the representation schemes associated with rules,
many developers are by-passing newer or more efficient approaches to
data representation. One of these approaches is the use of frames.
In meteorology, and in particular forecasting, it is necessary to
satisfy several subgoals before reaching a conclusion (forecast).
Frames provide an excellent method of focusing resources on only
subgoals of importance for a particular case, avoiding unnecessary
and time-consuming execution of all the rules.

STEP 3 Evaluation and User Acceptance

Technically speaking, the development of an expert system is
always being evaluated because the development under each phase is
considering questions such as:

* Is the knowledge representation adequate or should it be
modified?

* Can users easily interact with the system?
* Are rules consistent with the expert's opinion?

Evaluation of expert systems can be classified into two broad
categories: quantitative and qualitative. Quantitative evaluation
includes derivation of statistical results from either real-time or
past events. This involves compilation of observed versus expert
system predicted results. Qualitative analyses is much more dif-
ficult, but centers around the fundamental question: "Did the
expert system help the user?" If the expert system is able to meet
the needs of the user and provide him with advice on recommen-
dations, then the system has fulfilled its job.

Both types of evaluation (qualitative and quantitative) are
important, but unfortunately many individuals only emphasize the
statistical, quantitative-type evaluation.

Shown in Fig. 2 is a standardized form developed for qualitative
evaluation as part of our effort to develop 3 expert systems to
predict low visibility at various Air Force bases along the east
coast (see Fig. 3).

These systems continue to undergo evaluation. Looking back to
some of the earlier qualitative results, the forecasters were very
receptive to the c<mputerized expert system forecasting approach to
providing them with advice. The user liked the system in 118 out of
143 reported cases. Probably more significant and interesting,
however, is that in several cases the forecasters actually decided
to amend their forecasts on the basis of assistance they received
from the system. In several other cases, forecasters indicated they
were alerted to weather factors that they might not otherwise have
considered. The point is that qualitative, statistical-type
evaluation would never reflect these significant results.
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1. Date

2. Time (Local)

3. Did you like the way the system interacted with you? (Circle
one)

Yes No
Why?

4. Did you understand all the questions that it asked you?

Yes No
What questions did you not understand? (if any)

5. Would you prefer a different method of entering the inform.Lion
that the system requested?

Yes No
Why?

6. Did you use the system . . . (Check one)

as needed
just prior to TAF time (1 hour)
other times (specify)

7. Are the explanation features adequate?

Yes No
If no, why not?

8. Do you think this sytem will be helpful in your everyday
routine? (Circle one)

Yes No
Why?

Figure 2. User evaluation form
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Figure 3. Location of three study air bases,

The survey forms also played an integral role in indicating to
the knowledge engineer concerns and problems found with this system.
Based on several responses, modifications were made.

When we look at the statistical evaluation, two types of
comparisons have been made. The first comparison is based on
forecast advice from the system during interactive sessions with the
user (forecaster) at the three air bases. The second type of
comparison includes running the system on historical data and
comparing the forecast with observations. Both of these types of
comparisons can be applied -Q uther Environmental or military type
systems. To summarize results briefly, skill scores indicate the
system does exhibit skill in the low visibility forecast. The
system showed 39 percert improvement over Seymour Johnson
forecasters and 63 percent improvement over Raleigh forecasters.

In a second effort, for the Army's Atmospheric Sciences
Laboratory, a low-level wind prediction system (PEGASUS) was
developed for low-level operations and in particular, Paradrop
operations. Unfortunately, we were not able to begin system
evaluation until recently. Evaluation and testing began this past
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summer at Fort Huachuca, Arizona. Again, a great deal of effort is
being placed on a qualitative type of evaluation. Strong emphasis
is being placed on determining whether or not the system heightened
forecaster awareness and in doing so brought into consideration
forecast elements not originally examined. We hope to have results
for both this qualitative evaluation and a statistical evaluation in
the next several months.

4.0 CONCLUSIONS

In summary, there is compelling evidence that expert systems are
well suited to and of significant benefit in both environmental
application and in military field-type operations. The question now
is how do we maintain our course and stay on the right track? We
just discussed the major steps and some of the issues surrounding
the development of expert systems. From this several things are
becoming clear. We need to train and use domain (field-type)
knowledge engineers. We must stay open minded and flexible as to
the type of development packages to use. For example, we cannot
become trapped in always using if-then-else type rules. Next we
must take a hard look at our evaluation methods and results. We
cannot just measure a system's worth on its bottom line conclusion.
It is of great importance to understand how the system may have
impacted upon the user's everyday routine and thought process.
Finally, as the Al field and its applications grow, we must begin to
think about management techniques to deal with these and other
issues.
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A HEURISTIC LOW LEVEL
TURBULENCE FORECAST DECISION

AID

Martin E. Lee
US Army Atmospheric Sciences Laboratory

White Sands Missile Range, NM 88002-5501, USA

Abstract

The US Army Atmospheric Sciences Laboratory (ASL) was tasked
to find a practical method for predicting mountain lee wave, mechan-
ical, and thermal turbulence that could adversely affect rotary wing
aircraft operations at the National Training Center (NTC), Fort Ir-
win, California. A literature search was carried out and a review
of existing turbulence forecasting techniques was made. Applicable
turbulence forecasting heuristics were accumulated into a knowledge
base which was organized into a decision tree. The decision tree was
designed to draw a forecaster's attention to key factors involoved
in the production of mountain lee wave, mechanical, and thermal
turbulence at the NTC. The decsion tree then served as a design
base for the development of a Low Level Turbulence Forecast Aid
(LLTFA) software module. The LLTFA software module automated
the decision tree analyses to a reasonable degree by testing various in-
put wind speeds and directions, pressure and temp., ature gradients,
and expected temperatures and dewpoi-ts at selected levels in the
atmosphere. 'File LLTFA software was implemented in Turbo Pascal
and can operate on most. IBM-PC compatible systems. File LLTFA
software performed well in preliminary testing by selectively iden-
tifying turbulence mechanisms and intcnsities within short- range
ime scales (less than or equal to 24 hours). Therefore, this heuristic

LL'TFA approach appears to be vtll suited for further development
into an expert system.
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1 INTRODUCTION

A literature search centered on turbulence forecasting techniques applica-

ble to the NTC problem was conducted. Selected empirical techniques were
extracted from various sources (sources are referenced). These techniques accu-
mulated into a set of heuristic rules (Hayes-Roth., Waterman. and Lenat. 1983)
that were then assembled in a more or less logical manner into a knowledge rep-
resentation scheme (Tanimoto, 1987), which took the form of a Decision Tree
(Colquhoun, 1987). This preliminary effort was, therefore, focused on the acqui-
sition and design of an expert system knowledge base for turbulence forecasting
at the NTC.

The decision tree served as a knowledge engineering design base that elimi-
nated redundancies of less structured approaches -ii¢d also reduced the subjec-
tivity in mnaking turbulence forecasts. The decsion process logic of this tree is
illustrated in Fig. 1. This process loCK then served as a plan for the development
of software that would allow a user to make use of the accumulated heuristics.

2 DISCUSSION

The decsion process logic, illustrated in Fig. 1, served as a design base for the
development of a Low Level Tuibulence Forecast Aid (LLTFA) software module.
The LLTFA software module automated the sequencing and accessing of the
accumulated heuristics to a reasonable degree. The heuristics functioned within
the LLTFA software module by testing various input wind speeds and directions,
pressure and temperat tire gradients, and expected temperatures and dewpoints
at selected levels in the atmosphere. The LLTFA software N as implemented in
Turbo Pascal and can operate on most IBM-PC compatible systems.

The I, LTFA algorit hm breaks the turbulence problem down into the following
categories: mountain lee wave turbulence, mechanical turbulence, and thermal
turbulence. Each category is seiected in series to carry ouL a cumulative analysis
of the potential for each mechanism to produce turbulence (see Fig. 1). Fore-
casting accuracy of the algorithm was tested by exercising it with data taken
for 20 separate dates from 1981-19S7 during which aircraft reported encounters
of turbulence in the vicinity of the NTC.
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Figure 1: Decision process logic for the Fort Irwin Low Level Turbulence Fore-

casting Aid in summarized form.
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Figure 2: The inodified Harrison nomogram above, developed by Lester, 1973
makes use of the relationship between the adjusted large scale cross-
mountain sea level pressure gradient and strength of flow aloft. These
two parameters are entered into the nomogram to produce an estimate
of wave strength. The shaded area indicates that the probability of
significant wave occurrence is less than 50 percent.

2.1 LEE WAVE TURBULENCE

Mountain lee waves are smooth waves formed by oscillating air parcels being
displaced horizontally over mountain ridges. Complete overturning under some
of the waves can create very turbulent, unstable rolls and rotor clouds (Lee, Still,
and Irvine, 1981). Synoptic scale conditions favorable for producing lee waves
primarily incluLde a stably stratified troposphere above ridgetop-level, and a wind
component greater than 10 mps at the mountain crest, normal to the ridgeline.
W\ind speed generally increases at a gradual rate well up into the troposphere,
bu-lt wind direction remains relatively constant with height (less than or equal
to 40 degrees change from ridgetop-level to the t ropopause in Weather Bureau
Technical Meinorandum WI3TM-F(ST-6, 1966). These general conditions are
all tested for in the LLTFA (Lee, 1987).

Severe mount ain lee wave activity over the NTC has been documented (Bant a.
1985). This lee wave activity was attributed to westerly flow over the Sierra
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Table 1: 850mb cross-mountain temperature gradient criteria for low level lee
wave turbulence intensity prediction. Modified from Lee, Stull, and
Irvine (1984) using actual data. Table 1 applies only to the NTC,
using Ft. Irwin and Santa Barbara 850mib temperatures. Units are in
degrees C per 300 km.

LIGHT MODERATE SEVERE
850mb cross-mountain
Temperature Gradient < 3 3 - 5 > 5

(0 C/300 kin)

Nevada and Tehachapi mountains to the west of the NTC. Intensity of these
lee wave systems has been related to the large scale sea level pressure gradient
across mountain ridges and the strength of the flow aloft (Fingerhut and Lester,
1973). A modified Harrison nomogram, developed by Lester, 1973 makes use of
this relationship (see Fig. 2). The curves in this nomogram test were reduced
to expressions using a least squares approximation and included in the LLTFA
software module for application at the NTC (Lee, 1987). This heuristic method
to determine lee wave intensity is actually solved for more objectively by the
LLTFA because human errors from manual application of the nomogram are
eliminated

An 850mb cross-mountain temperature gradient test from Lee, Stull, and
Irvine (1984) is also included in the LLTFA to supplement the nomogram for lce
wave turbulence intensity analysis (see Table 1). Table 1 contains temperature
gradient test values that were modified specifically for use at the NTC using ac-
tual observations of temperature gradient characteristics during turbulent events
at the NTC (Lee, 1987). This type of parameter testing, by comparing of ob-
served values to critical threshold values, is characteristic of the rules of thumb
used throughcut the LLTFA.

2.2 MECHANICAL TURBULENCE

Friction reduces wind velocities at the surface. This can lead to very strong
wind shears just above the surface which produces turbulence, and roughness
elements such as mountains, buildings, or trees produce wake eddies making it
difficult to chiaracterize the low level wind field (Lee, Stull, and Irvine, 1984). It,
is necessary to consider a low level mechanical turbulence analysis even though
mountain lee wave turbulence may be the driving turbulence inechanism aloft
(Lee, 1987). This is especially applicable to very low level flight operations (0-
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Table 2: Thermal convective intensity criteria based on the maximum surface
temperature forecast. Surface temperatures in degrees F. From Novlan
(1982).

LIGHT LIGHT-MODERATE MODERATE__
Maximum surface

temperature forecast 70 - 79 so - 89 > 90
(0 F)

300 feet AGL). The LLTFA provides this analysis by examining the availability
of kinetic energy, along with horizontal and vertical wind shear tests. These
tests are similar to the type of heuristic or empirical rule of thumb employed in
Table 1.

2.3 THERMAL TURBULENCE

Turbulent convection is initiated in statically unstable air and is felt near the
surface as bumpy thermals of hot, rising air experienced on sunny days. Criteria
for predicting this type of turbulence in the LLTFA includes a heuristic test on
the forecast maxinium surface temperature that is given in Table 2.

Turbulence can also be anticipated in the vicinity of convective clouds ac-
cording to Novlan (1982). This is also considered in the LLTFA knowledge base
via the K-index test, (Lee, 1987).

2.4 LLTFA TESTING

Forecasting accuracy of the LLTFA algorithm was tested by exercising it
with data taken for 20 separate dates from 1981- 1987, during which aircraft
reported eiicounters of turbulence in the vicinity of the NTC. The results of this
testing were all positive, and indicated that lee wave turbulence was a contribut-
ing mechanism for 75 percent of all cases considered; 58 percent for mechanical
turbulence; and 70 percent for thermal turbulence. Only 54 percent of the ther-
mal turl)ulence events were the result of surface heating and free convection;
the remaining events in this turbulence class represented iiioist, convective ac-
tivity, generally produced ahead of deep, approaching troughs. 86 percent of all
detectable mechanical turbulence events were associated with lee wave events,
which is in agreement with present turbulence model predictions (Lee, 1987).
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3 CONCLUSION

Complicated meteorological conditions arise at Fort Irwin, where low level
turbulence is known to seriously affect helicopter flight operations. This situa-
tion makes it necessary for the forecaster to understand the nature of existing
conditions in the vicinity of the NTC before attempting to make a forecast.
Even a short-range forecast in this situation requires a forecaster to assimilate
large quantities of weather data and to conceptualize a model of the environ-
ment befure extrap-lating this forward in time. This is essentially the approach
taken in "nowcasting", according to McGinley (1986). Through actual field de-
ployment at the NTC, it has been shown that the LLTFA knowledge base can
provide valuable expertise to assist forecasters in this conceptualization 1process.
Further testing of the LLTFA, carried out using even less data than is charac-
teristically available at the NTC, indicates that the LI'FA guidance was able
to selectively identify the significant contributing turbulence mechanisms and
intensities within short-range time scales (less than or equal to 21 hours). The
LLTFA has thereby proven itself to be a useful tool and practical first step in
filling a need at the NTC for low level turbulence prediction guidance. In that
sense, the LLTFA presented here is a successful application of primitive Artifi-
cial Intelligence (AI) principles within the expert system arena. The heuristic
LLTFA approach is, therefore, a promising candidate for further Al develop-
ment into a more sophisticated expert system, with emphasis given to evolving
a reasonable inference engine.
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AN EXPERT SYSTEM APPROACH TO ADVISORY
WEATHER FORECASTING

Young P. Yee
David J. Novlan

U.S. Army Atmospheric Sciences Laboratory
White Sands Missile Range, NM 88002

ABSTRACT

The objective of this Artificial Intelligence related project is to
develop advisory weather forecasting techniques using expert systems
programming methods. The prototype expert system will be used to
predict adverse weather phenomena at White Sands Missile Range, NM.
The range supports a variety of field tests which are highly
dependent on present and forecasted weather conditions. Critical
missions rely heavily on accurate and timely forecasts and, at times,
decisions have to be made expeditiously with the available
meteorological information at hand. The forecaster must assimilate
large quantities of current met data and make a judicious weather
prediciton. An expert system can be an excellent aid in presenting
relevant data to the forecaster and in checking for fundamental
contradictions or errors in judgment.

The initial development will deal with a forecasting aid for
thunderstorm prediction. The approach will be to study actual cases
of thunderstorm events and document pertinent data and heuristics,
rules of thumb, that will be incorporated into a rule based expert
system shell. One of the most important goals in this effort is to
construct a prototype expert system in which the knowledge base, i.e.
the heuristics for WSMR, can be accessible and easily modifiable so
that the heuristics for different sites can be used in the knowledge
base. The advantages of the Al approach over conventional
programming techniques are as follows: the reasoning engine or
procedures can be separated from the knowledge base, the rules are
English-like, and the coding is easier to modify for rapid
prototyping.

I. INTRODUCTION

The development of new expert systems (E.S.) is changing rapidly
because of the availability of a number of commercial expert system
building tools. A few years ago, expert shells were primarily used on
powerful Lisp computers and were in the price range over S50K. Now
the emphasizes has shifted to port versions of expert systems onto
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less expensive workstations and in particular personal computers
(PC). There has been a major thrust by a number of companies to make
PC-based expert systems shells. A summary of the major companies and
their product line are presented by LoPiccolo (1988) and Gevarter
(1987). Figure 1 shows a few commercially available expert system
tools or shells. Tools and shells make it possible to develop an
expert system in an order of magnitude less time than would be
required with the use of LISP or PROLOG. The developer is able to
create a working prototype version quickly and to test out a variety
of precedures and approaches. With this in mind, it seemed
appropriate to develop an advisory weather forecast expert system
using a commercially available expert system tool.

COMMERCIAL EXPERT SYSTEM
TOOLS/SHELLS

KEE

NONOWLEDGE CRAFT

AR rM.

I F ANI EE!!EERT EDGEi:.

PrF iRULEMASTER Ii__JNSIGHT

EXSYS

Figure 1. Examples of commercially available expert
system tools and shells.
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Historically, one of the first successful expert systems to be
developed was called MYCIN (Shortliffe, 1976) which was capable of
diagnosing blood diseases. MYCIN was shown to out perform even the
experts in the field but it was limited in its implementation.
Nevertheless, much Al research is directed at solving medical type
problems because of MYCIN's early pioneering results. MYCIN is
primarily a backward chaining reasoning system based on IF-THEN
rules. The PC-based expert system buildirg tool that is being used
for the weather forecasting project is somewhat patterned after
MYCIN's skeleton structure. The important features of a rule-based
E.S. tool for our meteorological applications will be discussed.

2. APPLICATION BACKGROUND

The White Sands Missile Range (WSMR) in New Mexico supports a variety
of field tests which are dependent on accurate forecasted weather
conditions. Critical missions rely on timely forecasts since
decisions have to be made expeditiously with the available
meteorological data at hand. The forecaster may be inundated with
large quantities of current met data even some that are questionable,
and he must assimilate this information and make a judicious weather
prediction. Weather forecasting is characterized by complex
theories, copious model products, statistical predictors, and huge
outputs of meteorological data. To complicate the matter, the
forecaster has to deal with both the spatial and temporal variations
in the incoming data. Theoretically, the models should provide
accurate, fine-grain predictions but in reality, the models are not
yet perfectly developed and can only provide synoptic scale guidance.
Often, the art of forecasting resides in the expert's knowledge of
how the statistical predictors or models are affected by
idiosyncratic features of his geographical region. An expert system
to incorporate the mesoscale heuristics of a particular locale can be
an excellent aid in presenting important information to a forecaster.
The forecaster may have overlooked somewhat obvious or essential
information simply because of data saturation.

A prototype expert system is currently being developed to forecast
thunderstorm activity at WSMR. The goal is to identify the key
parameters that are important to thunderstorm development and to
codify these parameters into rules. But before initiating the
project, we had to evaluate whether this task was appropriate for an
expert system approach. The following guidelines were met before we
started.

* No direct physical contact is needed to solve the problem

i.e. the problem can be described in words.

* No conventional programs were available that specifically

addressed this problem.
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* The solution involves judgmental reasoning and does
not rely solely on extensive calculations or formal
analysis.

" A qualified human expert exists and is available.

* There is a potential cost benefit in training expense
and especially in mission cost- i.e. avoid mission
failures due to inaccurate weather forecasts.

In order for an expert system to be successful, the above issues
must be considered.

3. IMPORTANT FEATURES OF A RULE-BASED EXPERT SYSTEM TOOL
FOR WEATHER FORECAST DEVELOPMENT

There are a multitude of expert system building tools or shells in
the market, covering a wide range of features and user friendly
interfaces. The field is indeed very confusing because the experts
developing an expert system are not familiar with what features are
important for his particular application. Caution must be taken in
choosing an expert system tool but a certain amount of knowledge
acquisition and knowledge representation training is also important
(Harmon & King). In our initial development, we have found that
certain features in the M.1 expert system tool being used were
important for our application. These features are summarized in
the following checklist:

" Easy Rule Construction
" Simple Inference or Reasoning Engine
" Automatic Response Menus
" Legal Value Checking
" Panel Mode whici allows Multi-Window Debugging Environment
" Access to a Fact Table or an Array via a general rule
" Unknown, Multiple, Uncertain, and Qualitative Answers

The rule construction must not be complicated and the inference
engine should be simple and easy to follow. The automatic response
menus greatly reduce the development time since we do not have to
deal with dimension statements, do-loops, and proper array matching
as in conventional scientific languages. The legal value checking
is a convenient method of checking whether the entered data is within
reasonable limits. If a wrong value is entered, the erogram will
not error out but instead display the legal values that are required
and ask the user to interactively reenter the value. The Panel Mode
interactively displays the ongoing reasoning of the expert systLill
including the events and conclusions that have been established.
The Fact Table or Array is the bulk of the knowledge base in our
application i.e. the thunderstorm forecasts itself. Finally, the
expert system is capable of explaining the questions, accounting for
unknown or multiple answers, and handling uncertainly in the answers.
One must evaluate important features for each application.
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4. KNOWLEDGE REPRESENTATION FOR THUNDERSTORM FORECASTING

The weather forecast section of the Atmospheric Sciences Labora*Dcry
provides WSMR with four basic services: continuous general and
special-user weather forecasts, continuous weather observations
(surface and aloft) for special users and for climatological
purposes; impact prediction for unguided missile launches; and
professional meteorological consultation to range users such as High
Energy Laser, Space Shuttle, Cruise Missile, Multiple Launch Rocket
System (Novlan, 1982). Most of the forecasts and services are
specially tailored to the specific user. Certainly the task of
forecasting for multiple users and multiple applications is a
monumental undertaking. The authors have decided to address
thunderstorm forecasting as a stepping stone to a comprehensive
expert system for WSMR forecasting advise. The idea is to modularize
the essential elements that are important for thunderstorm activity
but at the same token these key elements may be common to other
activitites such as wind forecasting, temperature forecasting,

EXPERT
SYSTEM MODULES

§SALIT flISURE TRIGGERS

Totals Precipitable Synoptic
Total Index Water Surface
Cross Cloud Synoptic
Totals Index Type Upper Air
Vertical Dew-Point Mesoscale
Totals Index Temperatures -Surface
K-Index Relative Mesoscale
Probability Humidity Upper Air
Showalter -Mixing
Index Ratio

Novlan
Index

Figure 2. Key elements necessary for thunderstorm
activity to occur.

I
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turbulence forecasting, visibility, etc. A decision tree method of
forecasting thunderstorms by Colquhoun (1987) describes
meteorological parameters considered important for thunderstorms
to develop. Elio (1985) outlines representations of storms.

The main ingredients for thunderstorm activity are moisture,
instability, and trigger mechanisms as outlined in figure 2.
Within this framework there are many heuristics, rules-of thumb,
that the forecaster may evoke to help him sort through the myriad
of meteorological data that is constantly being received by satellite,
radiosondes, numerical weather analyses, NMC national facsimile
network, radar, and various teletype networks. We have tried to
breakup the analysis into three major areas of concern for
convenience and manageability for our expert system but in practice
there is constant interaction between these three areas. A prototype
E.S. module for evaluation of the instability indices has been
developed and the next step will concentrate on the moisture
analysis. The most difficult module appears to be the trigger
mechanisms since there are temporal and spatial conditions of all

SUB-ELEMENTS OF TRIGGER

TRIGGER
MECHANISMS

Y OPTI

SURFACE UPPER A SURFACE UPPER AIR

Cold Trough Convective Inversions
Front Aloft Temperature
Warm PVA Orographic Lapse
Front Effects -Rate

Dryline Jet Micro Cloud
Stream Jet - Analysis

Moist Cut Turbulence
Intrusion -Off Low

Figure 3. Subelements of trigger mechanisms broken
down into four categories for convenience.
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scales of motion to consider i.e. synoptic scale and nesoscale,
surface and upper air features. Figure 3 gives just a small sample
of the exhaustive number of parameters and met features that a
forecast will use in his analysis.

5. PLANNED IMPLEMENTATION

The prototypinq is currently being done with the use nf N I expert
system tool by Teknowledge, Inc., which is implemented on a PC-AT
compatible computer with a minimum of 512K RAM. The source code
is written in C language for faster implementation. Since the
forecasting problem is too large to handle, we are taking advantage
of modularization in building the knowledge base. As mentioned, the
process of modularization involves decomposing the large problem
into manageable subproblem modules and providing appropriate inter-
actions and linkages between the modules to come up with a cohesive
weather forecast. It is hoped that within each defined module we
can check the consistency of the input data, eliminate redundant
data information, filter out the most reliable data entries, and
most important identify the critical parameters and combination
of parameters for forecasting an event.

An attempt to program the equivalent effort using BASIC proved
difficult to code and especially hard to revise and change the
program if the approach was incorrect. Qualitative information was
not easily translated into BASIC instructions. Also, the debugging
of syntax coding in BASIC took considerably more time and effort than
in the E.S. program. The E.S. program is composed of English-like
statements that were easy to trace the logical flow of the program
although care must be taken to correctly spell the variables and
goals

Future plans will have the expert system interface directly with the
incoming data as well as receive some numberical results from models.
But for now, all the input data is entered manually.

6. SAMPLE TRACE OF THE PROTOTYPE INSTABILITY MODULE

Instability is one of the first critical parameter that a forecaster
evaluates for the possibility of thunderstnrms. There are a variety
of indices that determine instability and the forecaster must screen
out the best indicators. For the prototype Instability Module for
thunderstorm indices, the user is prompted to enter essential met
data to calculate stability indices. If certain data is unknown,
a typical default value for that locale is assigned. The module
will calculate the verticdl totals, cross totals, total totals
(Miller,1972) and the K-Value and then assign a qualitative factor
to each (low,medium,high or weak,average,strong). From these
qualitative factors a search in the knowledge base selects the
appropriate thunderstorm analysis output.
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* THUNDERSTORM INDICES ANALYSIS *
* AT WSMR *

* Young P. Yee *
* David J. Novlan******************** ************** ******

Do you want to begin tbh Thunderstorm Indices Analysis
(yes, no)?

>YES

What is the month (an integer between 1 and 12)?
>11

What is the day (an integer between 1 and 31)?
>10

Enter the temperature (C) at 850 mb:
>20

Enter the dew point temperature (C) at 850 mb:
>10

Enter the temperature (C) at 500 mb:
>-15

Enter the dew point depression (C) at 700 mb:
>10

Indices forecast is Severe Thunderstorms expected
with peak gusts over 50 knots (TT)

Indices forecast is Scattered Thunderstorms, i.e.
25-45% area coverage, are expected (CT)

Indices forecast is Scattered Thunderstorms are
expected with peak wind gusts about 30-35 knots (VT)

Indices forecast is High Chance that Thunderstorms
will occur today (K Value)

MONTH: 11 DAY: 10
Temperature (850mb)=20 Dew Point memp (850mb)=10
Temperature (500mb)=-15 Dew Point Depression (700mb)=10

TOTALS TOTAL: 60 TOTALS TO'TAL CONDITION: very high
CROSS TOTALS: 25 CROSS TOTALS CONDiTION: nigh
VERTICAL TOTALS: 35 VERTICAL TOTALS CONDITION: high
K VALUE: 35 K VALUE CONDITION: high

Final Indices Forecast is Severe Thunderstorms expected
with peak gusts over 30 knots.
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The preceding printout is an actual consultation with the expert
system proyram for evaluating the instability of the atmosphere.
Entries prefixed with '>' are the user's input. The output includes
the analysis of the vertical totals (VT), the cross totals (CT), the
total totals (TT), and the K-Value (K Value) and finally an analysis
from all these indices is presented.

Although this sample expert system appears simple, there are
subtleties in the program that may be transparent to the user. For
example, embedded in the code are rules that change the threshold
values of the stability indices for ditterent months out of the year.
Also, we know that stability threshold values for potential
convective activity vary widely depending on the location (Western
Region Technical Attachment, No.84-14). This factor could be easily
included in the expert system. Reasoning such as the following are
ideally suited for a backward-chaining, IF-THEN rule based expert
system:

If in the West where most thunderstorms are orographic or
air mass in nature, then the vertical totals correlate best
with thunderstorm activity.

If West of the Rockies where moisture at 700mb or 500mb is
sufficient for thunderstorms, then the cross totals correlate
best with thunderstorm activity.

The expert system is not efficient for complex calculations but
these calculations can be done by conventional programs and then I
the results imported into the expert system to evaluate.

i
7. CONCLUSIONS

In the course of developing an expert system for advisory weather
forecasting of thunderstorms, many virtues of using an expert system
tool have been discovered as well as certain drawbacks. Although it
is easier to incorporate qualitative reasoning into rules, this does
not mean that an E.S. tool will solve the problem automatically. I
Acquiring an expert system tool i; just the beginning. A good expert
system depends heavily on the expert and knowledge engineer to
organize and formulate the rules and exceptions. Especially i
important is analysis of case studies of actual thunderstorm events
co provide the skeleton structure for organizing the knowledge base.
It is important to break the problem down into more manageable
modules if possible. The thunderstorm project was broken down into
three key elements: Instability) Moisture, and Trigger Mechanisms.
Results from the prototype stability indices module are very
encouraging. We will continue to augment the stability module and N
then initiate development on the moisture module.

The most important advantage of using an expert system tool for the
thunderstorm project is the ability to rapidly prototype a skeleton
framework. From this framework we can revise and change the rules
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without worrying about the tedious task of debugging the code for
syntactical errors. If the framework is constructed properly,
augmenting the knowledge base by orders of magnitude should not be
difficult. Once the rules and expertise has been fine tuned and
established to include only the essential ingredients then adapting
the expert system to different locations would only be a matter of
changing knowledge bases. In fact, if the procedure for thunderstorm
forecasting becomes somewhat well-defined, then the code could be
transferred to the more conventional languages. Therefore the
deliverable product may not be hardware or software dependent.

Lastly, the authors would like to emphasize the importance of
constant interaction between the expert and the expert system
because expertise in the field of weather forecasting is a
constantly evolving science that needs periodic updating and
maintenance.
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ABSTRACT

This paper introduces a fundamentally new idea for automating the
Intelligence Preparation of the Battlefield (IPB). The critical concepts are (1)
the Symbolic, Synthetic, Software Map (S3 -Map) to represent the terrain and
(2) the object-oriented programming paradigm (OOPP) to dynamically
simulate the AirLand Battlefield environment. The S3 -Map is a map created
by transforming digitized map plates into a novel symbolic representation
(i.e., a LISP list), and by autonomously recognizing/labeling the map icons
(e.g., roads, deciduous forest, soil types, urban areas, etc.). Once the map
icons and other battlefield entities (e.g., military units, weather events,
weapons effects, etc.) are represented symbolically, they can be instantiated
as objects in the OOPP. In the OOPP, objects can retain the attributes of the
entity being modeled; objects can selectively and automatically inherit
attribute information; objects can dynamically communicate with other
objects by message passing; and objects can autonomously "act" by executing
embedded methods or procedures. Thus, if battlefield entities can be
realistically modeled as objects, then the dynamic simulation capability in
OOPP can support the Terrain, Weather, and Intelligence Analysts by
automating many aspects of the Intelligence Preparation of the Battlefield.

1. INTRODUCTION

The Intelligence Preparation of the Battlefield (IPB) is a systematic
approach to analyze encmy doctrine, weather, and terrain in a specific
geographical area. The purpose of the IPB is to determine and evaluate
enemy capabilities, v~ilrerabilitics, and probable courses of action. The IPB
process, is designed to 'oe highly graphical in nature. It uses military maps.
multi-la' -t-, overlays. p,riddcd photographs, microform and large-scale map
substitutc.. The piri.al components of the IPB process include threat
evaluation, thcr analvsis integrated into the terrain analysis process,
terrain anal , ii,:2r..ted into threat analysis, and preparation of products
suzh as the in,,_ iQ -ce 'stimatc of the situation.

[he lri3 is 'c,, jab,,r intensie,. because the d-.'namic nature of the
battle makes information perishable, many graphical displays must be
produced and a tremendous amount of information must be fused and
analyzed rapidly. As the battle evolves, the production of graphics and
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subsequent analysis is repeated in a tight decision-making cycle. The critical
nature of this process to the battle management, coupled with the need for
ever faster decision making, makes the automation of the IPB process a high
priority task.

Today, the automation of this process (i.e., the Integrated Meteorological
System [IMETS], the Digital Topographic Support System [DTSS], and the All
Source Analysis System [ASAS]) focuses on creating and presenting/displaying
a wide variety of overlays for interpretation by the analyst. For weather and
terrain integration, DTSS is an important first step in automating the terrain
analysis process. However, DTSS depends heavily upon a human for all
analysis tasks. This reliance upon a human to analyze a wide variety of
graphics generated by DTSS may actually overload the analyst, as depicted in
Fig. I. As a result of this condition, shortcuts must be taken in the IPB
process so that critical information can be provided to the commander in a
timely manner. In other words, automating the generation of terrain displays
may not be sufficient to support the IPB process in a dynamic AirLand battle
scenario.

In addition, the analysts must perform these highly cognitive tasks
under continuous, around-the-clock combat operations. Thus, the quality of
the analytic work may be degraded by fatigue, the stress of combat, and the
lack of time to adequately perform this work. Therefore, in order to take
full advantage of the IPB process, as many analytical tasks as possible must
be automated to reduce the workload on the weather, terrain, and intelligence
analysts. Figure 2 depicts an automation concept that fully supports the IPB
process. This concept depends upon three components--a symbolic
representation for the map, a symbolic software development environment,
and a parallel processing super-minicomputer. The following section explains
why the automation of the IPB process (i.e., specifically weather-terrain
integration and intelligent terrain reasoning) depend upon these three
components.

2. BATTLE MANAGEMENT ISSUES RELATED
TO AUTOMATING THE IPB

Battle management is a fundamental process in the IPB. The map is
ubiquitous to all aspects of battle management. Therefore, the single most
critical issue to automating any aspect of the IPB process is the computer
map representation. It must be capable of supporting robust, intelligent
reasoning. Otherwise, attempts to automate the integration of weather and
terrain, intelligent terrain reasoning, and combat intelligence information
fusion will be very difficult unless the map representation facilitates the
implementation of these problems in software.

Digital raster maps, vector maps, and cell-based maps are excellent for
graphical display, but we believe they may not be totally adequate in the
long run as a foundation to support the software implementation of highly
cognitive, analytical tasks that, today, must be performed by a human. We
also believe that the application of expert systems to automating these tasks
using a digital map representation is a good first step, but that the rule base
must eventually be incorporated into a more sophisticated and robust
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inferencing system that can be implemented in a true parpllel processing
hardware system. In order to truly automate the highly cognitive tasks
associated with the IPB process, a software system must be able to perform
tasks that simply cannot be handled by an expert system operating on a
digital map representation in real-time for the domain. Rather, we believe
that the object-oriented programming paradigm, operating on a symbolic map,
may have the potential to support the sophisticated inferencing that will be
required. There are several problems associated with battle management that
are presented to support our beliefs.

First, terrain alteration caused by nuclear, chemical, and conventional
weapon systems will drastically change the battlefield's avenues of approach,
deny areas to troops, create instant impediments to movement, etc. After the
battle begins, the depiction of the terrain on existing maps will not resemble
the battlefield. In addition, the effects of inclement weather on the terrain
will hinder mobility, channel traffic, and degrade the performance of
friendly and enemy weapon systems--the classical problems of weather-terrain
integration, weather effects analysis and mobility analysis. Consequently, in
order to automate the IPB process, the computerized map representation must
be dynamically alterable so that the operator can rapidly change the
computer map representation to correctly represent the state-of-the-terrain as
it changes over the course of a battle. If all terrain features of military
importance can be represented symbolically as objects in the object-oriented
programming paradigm, then it may be possible for an operator to
interactively and dynamically alter the attribute information of terrain
features on the map to accurately represent the state-of-the-terrain. For
example, an analyst could instantiate a nuclear explosion as an object at some
grid coordinate and cause this object to dynamically alter internal attributes
and display information for all terrain feature-objects within a specified
proximity to the detonation site.

Second, tactical operations will be totally dynamic because
friendly/enemy unit missions, capabilities, and locations will change
frequently. Friendly and enemy units must be accurately represented and
positioned on the computer map in order to update the map with the current
state-of-the-forces. If templating is to be performed, then the computer
representation of the units must also be able to interact with terrain features
in the map so that their positions can be dynamically adjusted to fit the
terrain. When a unit loses or gains capabilities, its resource attributes and
combat potential must be rapidly adjusted. A frame-based, or object-based,
representation of the military units would allow order-of-battle information
to be managed by an analyst and used by the computer to perform an
analysis. In addition, military-unit-objects and terrain feature-objects could
dynamically interact to template an enemy force's location relative to the
map.

Third, the IPB process is a highly cogn;tive process where inferencing
and deducing new information from knowa facts is critical. A variety of
intelligence information must be geographically registered and "fused" before
the analysis process can begin. Therefore, the system must be able to
intelligently analyze and selectively integrate a variety of data and
information into the computerized map representation to maintain the
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state-of-the-situation. The object-oriented programming paradigm and the
symbolic reasoning capability inherent in LISP should be able to implement
these tasks far better than could an expert system operating on a vector or
cell-based map.

Fourth, automation of the IPB process should also include the capability
to perform iterative simulations to evaluate a variety of scenarios and assess
the advantages and disadvantages of different tactical courses of action.
Such a capability will require a symbolic representation of the terrain,
military units, and the tactical situation; and a programming paradigm that
dynamically and realistically simulates the interaction of these symbolic
entities. Again, the object-oriented programming paradigm and the symbolic
reasoning capability inherent in LISP should be able to implement these tasks.

Fifth, the software needed to automate intelligent terrain reasoning will
be extremely large and complex. Therefore, LISP should be the development
language of choice, rather than a numeric language like FORTRAN or C.
Patrick Henry Winston, Director of MIT's Al Laboratory and coauthor of
LISP, stated in an interview, "In my own experience, 200,000 lines of LISP is
often more than a million lines of code in another language. I think that in
the next ten years, we need to build systems of enormous sophistication in
order to handle problems of immense complexity. Those problems will be
quite different from anything people have tried to deal with before. They'll
involve a heterogeneous mix of subproblems, they'll involve tidal waves of
data, they'll require the utmost attention to the real-time assessment of the
situations so that the important problems will be solved first, with the
less-important problems deferred; they'll require computer-based systems to
not only solve problems as an expert would but to act as blunder-stoppers for
the kind of decisions a person might make for lack of capability to look at
all the data. And to build systems like that will place extraordinarily heavy
demands on programmer productivity. And LISP-based programming will be
the right way--maybe the only way--to build those systems."

Sixth, an extremely powerful super-minicomputer and a parallel
processing environment will be required to support the automation of these
functions. The S 3 -Map concept implemented in LISP could be deployed in a
reasonably priced parallel processing environment based upon transputcrs.
For example, parallel processing transputcr boards that transform the Sun
workstation into a parallel processing super-minicomputer arc readily
available (Supercomouting News 1988). Up to eight boards may be used to
upgrade a Sun with a total of 32 parallel processors yielding a peak
non-vectorized floating-point scalar performance of up to 50 MFlops (Harper
1988). Initial pricing is about $34,000 for a system running parallel common
LISP and parallel C with 32M bytes of real memory on a stand-alone
workstation (Computerworld 1988). Figure 3 shows how multiple 4
multi-processor units (MPU) boards, each with up to 64 Mbytes of RAM,
might be attached to a Sun in a network configuration. These processors
would communicate via a parallel path which is separate from Sun's Ethernet
(Azzara 1988). Thus, parallel processing technology is commercially available
and could be readily adapted for a tactical computer system.
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Finally, if the IPB process is to be automated, then the most critical
issues are (1) the selection of a computer representation for the map and (2)
the programming language/paradigm to implement highly cognitive and
complex tasks in a parallel processing environment. We believe that the
concept of a Symbolic, Synthetic, Software Map (S3-Map) implemented in an
object-oriented programming environment could support the integration of
weather and terrain, symbolic information fusion within a geographic
information system, intelligent terrain reasoning, dynamic updating of the
battlefield situation, and dynamic battlefield simulation.

3. THE SYMBOLIC MAP REPRESENTATION AND SOFTWARE
DEVELOPMENT ENVIRONMENT

The selection of a software representation for the map is an issue of
prime importance. This representation must be compatible with symbolic
languages that can parallel the cognitive process that an analyst uses when
visually analyzing the map. Consequently, the approach to performing
intelligent terrain analysis should be image understanding and, therefore, the
map representation should be symbolic in nature so it is compatible with
symbolic languages such as LISP. This approach will enable the full potential
of symbolic processing to be brought to bear on the automation of the IPB.

The Symbolic, Synthetic, Software Map (S3-Map) is a symbolic map that
is represented in L!SP as a list, rather than as a digital image (i.e., a pixel
array or a vector file) (ConJ13n and Lampru 1987). Consequently, the S3 -Map
is totally compatible with symbolic languages (e.g., LISP, Smalltalk, etc.).
This symbolic map representation instantiates terrain features as objects in
the object-oriented programming paradigm. Therefore, the S3-Map facilitates
intelligent terrain analysis (i.e., image understanding by perceptual grouping).
The elegance and robustness of this representation for image understanding
has been clearly established under a contract from NASA/Goddard Space
Flight Center (Condon and Lampru 1988).

The S3-Map is created through a digitizing, segmentation,
transformation, and feature recognition process, as illustrated in Fig. 4. A
prototype S3-Map has been created under IR&D using map separates from a
Tactical Terrain Analyst Data Base (TTADB). The creation process begins
with a digitized map separate or plate that contains a specific type of map
feature. The digitized map is automatically segmented and transformed into
a symbolic representation (i.e., a LISP list). This symbolic representation of
any image shapes (e.g., terrain features) is actually a width encoded medial
axis. Once the map is in this symbolic form, a feature labeling program, that
has been told which type of features are on the map, is invoked to label the
features and instantiate them as objects in an object-oriented data base
management system. An intelligent re-segmentation algorithm then re-
connects the disconnected features that extend across multiple map plates and
registers all features to a common geographic scale.' fhus, the terrain

tThe image understanding research eonuucted for NASA/GSFC under
Contract No. NAS5-30271 successfully demonstrated in software the ability to
autonomously perform intelligent re-segmentation.
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features on paper maps are semi-automatically transformed into a symbolic
representation that is totally compatible with the symbolic language LISP.

4. WEATHER AND TERRAIN INTEGRATION BY SYMBOLIC
FEATURE INFORMATION FUSION

Contract work for NASA/Goddard showed the potential of this
representation to perform image understanding by perceptual grouping on
Landsat and Seasat images. Contract work for Atmospheric Sciences Lab is
ongoing to demonstrate the capability of this representation to autonomously
track clouds, and to derive wind vectors and vorticity from multi-temporal
GOES imagery. This software development effort should lead to the
extraction of synoptic scale features (i.e., fronts, pressure systems, and jet
streams), and the recognition of cloud parameters and mesoscale features (i.e..
squall lines, thunderstorms, etc.). Ultimately, this image understanding work
could provide weather imagery information as input into a weather
forecasting model.

Since the original GOES imagery and the output from a weather
forecasting process would be in the same symbolic representation as the
S3 -Map, it should be possible to perform symbolic-image-feature information
fusion and dynamic updating of the state-of-the-terrain. The updating
process would be performed by registering the symbolic representation of the
terrain and imagery, and causing them to dynamically interact in an object-
oriented software environment.

5. CONCLUSION

If an S3-Map can be constructed from existing map plates, then the
military and commercial applications are significant. In the Army, an S3 -Map
could "intelligently" assist in the Intelligence Preparation of the Battlefield
(IPB), the Estimate of the Situation (ES), and many other tasks for other staff
sections. The IPB and the ES include terrain analysis, weather analysis,
graphical integration of terrain and weather, identification of avenues of
approach, terrain templating of threat forces, war-gaming, identification of
named areas of interest, and the posting/displaying of geographically
oriented battlefield information or events. The S3-Map could create terrain
analysis products similar to those created by the terrain profile model,
masked area model, target acquisition model, perspective plot model, oblique
projection model, etc.

In the Corps Tactical Operations Center (CTOC), an S3 -Map could
replace the grease pencil and map board. Intelligence information from the
G-2's S3-Map could be provided directly. Friendly forces could be graphically
displayed and manipulated. Battlefield information and events could be
posted and displayed as desied. Updated personnel and logistics information
could be received directly from the G-1 and G-4 S3-Maps. As the tactical
operations center reallocates resources and posts the geographical relocation
of units to the S3-Map, the other staff maps could ce updated directly. In
summary, the potential uses for a symbolic map and image representation
scheme that facilitates "intelligent" processing and symbolic information
fusion in a Geographic Information System are considered significant.
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ABSTRACT

The U.S. Army Atmospheric Sciences Laboratory (ASL) is developing
an automated software system to help provide for the optimum titiliza-
tion of data within its Integrated Meteorological System (IETS).
Optimum utilization is here defined as the timely dissemination of the
most representative meteorological data for a specified application.

This software system referred to as MERCURY will serve as an intelli-
gent interface between the IMETS database and the tactical users of
the IMETS data. Most of MERCURY's design requirements emanate from

the fct that it must funcLion autonomously in a tactical environment
and have the ability to handle the wide array of meteorological data
potentially available from IMETS.

1. INTRODUCTION

The U.S. Army has the need to automate the on-site selection of
the optimum meteorological data available for supporting various

tactical operations (Coombs, et. al., 1988). Automating this selec-
tion process will provide the Army with the ability to more completely I

utilize the wide array of meteorological data potentially available
for tactical operations, to more readi'; disseminate the data to

tactical users, and to reduce the levei of manpower required to sup-
port this effort. The Army is addressing this need by developing a
buiLware ,ystem which will serve as an intelligent interface between
the Army's Integrated Meteorological System (IMETS) and the tactical
users of the IMETS data. The prototype of this software system is

called MERCURY, named after the Greek messenger god.

2. BACKGROUND

IMETS is a new tactical system the Army is developing which will
collect real-time meteorological data from a variety of sources such
as environmental satellites and surface stations and disseminate these
data to the tactical users (Harris, 1986). IMETS will also have direct
access to a terrain elevation and surface feature databdse.
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The tactical user most often requests meteorological data to run
models called tactical decision aids (TDAs) which describe the envi-
ronmental effects on tactical equipment and operations. These equip-

ment and operations encompass activities ranging from aviation to

smoke obscuration.

MERCURY's task of providing the optimum meteorological data
requires knowledge not only about the data within the IMETS database
but also knowledge about what constitutes the preferred data for a
specific user (TDA). This task can be monumental given the large
volume and diversity of meteorological data collected by IMETS and the
wide range of tactical operations needing meteorological data. Most

of MERCURY's operational and design requirements emanate from the fact
it must function autonomously in a tactical environment and have the

ability to handle the wide array of meteorological data potentially
available from IMETS. Examination of the majur requirements will show
why this interface system needs to be "intelligent" and why it can

often use techniques commonly associated with artificial intelligence.

3. OPERATIONAL REQUIREMENTS

Some of MERCURY's most important operational requirements include:

* The ability to process data oLserved within a mesoscale region

approximately 300 kilometers square.

" The ability to quickly adapt to new regions and to the recon-
figuration of data sources within a region.

* The ability of knowing the types of meteorological data

required by specific applications.

" The ability to use an alternate data source when the preferred
data source for a specific application is not available.

" The ability to decide the best method for determining the most

representative data for a target area.

* Tih, 'bility to operate in near-realtime.

The areal dimensions of the Army corps echelon primarily dictates
that MERCURY be able to process data for a region 300 kilometers
square. Tt is at this level of organization where the Arm), assumes

responsibility for providing meteorological support for all of its

tactical activities. These dimensions also represent the region where

terrain and surface feature effects on meteorological conditions
become of utmost concern.

The dynamic and mobile nature of the Army's tactical mission
necessitates that MERCURY be easily transferable (in the software
sense) to new regions and that it he able to quickly adapt to new and
frequently repositioned data sources.
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The numerous tactical users (TDAs) require various types of
meteorological data. Consequently, MERCURY must have knowledge of
the preferred data for each of the users. Also, when the preferred
data is not available, it must have the ability to derive or find
alternate data which are acceptable.

Determining the optimum or most representative data for a
specific user application requires a decision as to the method of
providing the data. Four such methods are: 1) using data
straight from measurements or numerical predictions which are con-
sidered representative of the target area, 2) using data from
measurements wbich have been corrected for any terrain, surface

feature, and elevation differences between the measurement and target
areas, 3) using gridded data obtained from objective analysis of the
local data, and 4) using climatology. Combinations of two or more of
these methods may be needed in some situations; in these cases MERCURY
must be able to determine which methods to use and know how to combine
the results.

MERCURY must have the ability to operate in near-realtime since
most tactical missions are time critical. Here near-realtime is de-
fined as the ability to dispatch new data to a user ever-15 minutes.
This operational requirement is primarily driven by the expected
frequency at which IMETS will update its database.

4. SYSTEM DESIGN REQUIREMENTS

In order for the operational requirements to be met, MERCURY's
system design should be characterized by two very important features.
First, the design should embody a data fusion system capable of
combining both similar and dissimilar data types. Second, the design
should contain a reasoning system for use at critical decision nodes
encountered during the interpretation and processing of the data.

The purpose of data fusion is synergism. Fusion techniques
provide additional information by the correct juxtaposition or com-
bination of two or more data types. MERCURY will use both homogeneous
and heterogeneous modes of data fusion. Homogeneous fusion refers to

the combination of similar data types and heterogeneous fusion refers
to the combination of dissimilar data types. The requirement for
homogeneous fusion is exemplified by the combination of rawinsonde and

satellite sounder data to give a more complete thermodynamic profile
of the atmosphere. The requirement for heterogeneous fusion is exemp-
lified by techniques which juxtapose terrain, surface feature and
meteorological data to determine if a specific measurement is more
reflective of either microscale or mesoscale conditions.

This fusion process is predicated upon having a reasoning system.
This reasoning system will manage the fusion process in such a way
that it can efficiently utilize the fusion information. The reasoning
system will be enlisted at critical decision nodes encountered during
the interpretation and processing of the data. These decision nodes
occur, for instance, when it is necessary for MERCURY to determine the
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best method for providing the most representative data or to make a
judgement about the effect of terrain and surface features on a
particular meteorological data set. The reasoning system has the
added challenge of having to operate in a very unstructured task

environment which is characteristic of most tactical situations.

5. CONCLUSIONS

The Army's requirements for an intelligent interface to a real-
time meteorological database are sandwiched between the fledging
technology of meteorological data collection, archiving, and display-
ing and the advancing technology of the tactical user community.
These requirements have been outlined at both the operational and
system design level. The system architecture addressing these
requirements is described in an accompanying paper (Fields, et.al.,

this volume).
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ABSTRACT

Terrain and weather affect combat more significantly than any

other physical factors. They provide opportunities and impose
limitations, giving a decisive edge to the commander who uses them
best. Although commanders have virtually no control over weather,
they can take advantage of it or at least minimize its effects through
the use of weather related decision aids. Over the past several
years, the U.S. Army Atmospheric Sciences Laboratory (ASL) has
developed weather related decision aids for various Army automated
systems. A short history of ASL's developments in this area will be
presented along with typical examples. Future plans for generating
weather intelligence decision aids, emphasizing expert system
techniques, will also be presented.

1. INTRODUCTION

Weather support to the U.S. Army historically has been divided
between meteorology for intelligence and that for Field Artillery
support. This paper addresses that portion dedicated for intelligence
purposes only. Intelligence Preparation of the Battlefield (IPB) is a
procedure for integrating data on weather, enemy, and terrain to
support the planning and execution of combat operations. This is
especially needed today for the Airland Battlefield with its highly
sophisticated weapon systems. This IPB process is performed at
division, corps, and echelons above corps.

The air-land battlefield is an extended, integrated battle
involving the use of all air and land forces. Conventional, nuclear,
chemical, and electronic weapons and counter-measures are integrated
to attack the enemy throughout the depth of his formations. Wherever
called upon, the Army must be prepared to fight and win by usinq all
available combat power throughout every dimension of the battlefield.

Combat power depends on much more than troops and weapon systems.
It depends on logistics, communications, intelligence, security, and a
number of other types of combat support and combat support services.
Any of these factors may prove to be decisive in the battle and
commanders can manipulate and control them to achieve a tactical
advantage.

58



Weather is the single potentially decisive factor over which the
commander has little or no control. Yet, the weather may be the most
significant factor to be considered. Weather relatpd conditions
affect mobility, the requirement for thoroughly integ ated air and
ground operations, and the ability to see and attack deep.
Furthermore, favorable weather frequently enhances the accuracy and
effectiveness of complex weapon and support systems. Weather affects
virtually every operation, every piece of equipment, and every person
on the battlefield. FM 100-5 states that "Weather and terrain have
more impact on battle than any other physical factor, including
jeapons, equipment, or supplies."

History provides evidence of numerous battles won or lost because
of the influence of weather. Examples of battles where weather was a
decisive factor are the Spanish Armada, Operation Overlord, the Battle
of the Bulge, and Napoleon's and Hitler's attempts to take Moscow.

Although commanders have virtually no control over the weather,
they can take advantage of it or at least minimize its effects through
the use of weather tactical decision aids in the course of their
planning.

2. DEVELOPMENT OF WEATHER RELATED DECISION AIDS

During September 1982, the Target Analysis and Planning (TAP)
System was developed and implemented on an Apple II+microcomputer in
PASCAL. Tnis system was designed primarily for nuclear targeting
planning purposes and it was to play a significant role in terms of
tactical weather intelligence (TWI) software developments. ASL used
this computer system to initiate developments of its TWI software.

2.1 MICROFIX

During December 1983, U.S. Forces Command (FORSCOM) produced its
first MICROFIX System Version 1.0. These were based on Apple II
software. These in turn, were upgraded in January 1985 to Version 1.2
and to Version 2.0 during February 1985.

ASL developed a series of TWI software packages which directly
paralleled these upgrades. These developments were closely
coordinated with the terrain analyst and the Staff Weather and
Chemical Officers at the 9th Infantry Division at Fort Lewis,
Washington. ASL software was provided for integration into the
Topographic Work Station Software to personnel of the U.S. Military
Academy Department of Geography and Computer Sciences, and to FORSCOM.
The latest version of this software, Version 2.25, is scheduled for
release shortly.

2.2 MCS-ANBACIS

In 1984, ASL participated in the contract initiation for the
Maneuver Control System-Automated NBC Informa on System (MCS-
ANBACIS). This contract. was funded by the Defense Nuclear Agency
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(DNA) in conjunction with the U.S. Army Chemical School and the 9th
Infantry Division. ASL developed software is targeted to play a
significant role in this software development as it proceeds to bK
integrated into the MCS software.

At the same time, DNA requested that ASL develop 3D no-fly boxes
for chemical hazard and nuclear fallout predictions. These products
are the first NBC products directly aimed to support Army aviators.
These products will be incorporated into future versions of the
MCS-ANBACIS software.

2.3 SUPPORT TO EXERCISES

During 1984, ASL was invited to participate in two exercises with
their APPLE II software in conjunction with commercial and AN/TMQ-30
meteorological surface sensors with personnel of the 9th Infantry
Division. Software provided as part of these exercises included the
automation of NBC reports and messages, smoke munition expenditure
models, effects on personnel in chemical protective clothing, weather
data analyses, and critical value weather checklists. This resulted
in positive feedback from the troops in the field who used this
software.

During 1985, ASL participated in the Field Training Exercise,
"Border Star" at Fort Bliss, Texas. This involved a battle between
the 9th Infantry Division (Light Division) against an Armored Cavalry
Regiment. The MICROFIX Version 1.0 software and the AN/TMQ-30 and
fabricated surface meteorological sensors were involved and played a
significant role in the battle outcome.

During March 1986, ASL participated in the Army Test and
Evaluation Program exercise with the 17th Field Artillery Brigade in
Germany with both surface sensors and its TWI software. It was very
well received.

3. ONGOING EFFORTS

In 1984, Congress directed that a Test Weather System be
developed. ASL is currently working on this software/hardware package
with a demonstration of capability scheduled during 1989. This
involves both satellite and land based data.

In December 1986, the Operations and Organizational (O&O) Plan
for an Integrated Meteorological System (IMETS) was approved. It,
would be a tactically mobile, automated system to collect, process,
and disseminate weather information during combat.

The IMETS mission would be three-fold: weather data collection;
preparation of weather products to include forecaster and tactical
decision aids; and dissemination ot weather productc.

The concept of the AirLand Battlefield Environment (ALBE) program
was conceived in 1982 by the Corps of Engineers. This also played a
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significant role in ASL's weather intelligence efforts. A series of
field demonstrations, appraisals, and customer tests have been
conducted over the past several years. Plans include several follow-
on tests. The MILVAX II computer system is being used for these
tests. Both Corps of Engineers laboratories and ASL have successfully
participated in these tests.

All IMETS developments have been assigned to the Program Manager
for Joint Tactical Fusion. Currently, approximately 160 weather
related decision aids are available. New weather decision aids will
be developed and exercised on both the ALBE Testbed and the Test
Weather System with major field demonstrations of these capabilities
planned for 1989. Future ALBE demonstrations are also planned for
1990 and beyond.

4. ARTIFICIAL INTELLIGENCE EXPERT SYSTEMS APPLICATIONS

In order to develop the Test Weather System (TWS) and IMETS
software, considerable amounts of data must be ingested and analyzed,
and many complex weather related decision aids developed in a near
real-time mode. This necessitates the reduction in computer running
time and tailoring of existing techniques, analyses, and models. Here
is a fertile area for expert system developments.

Examples of expert systems being considered for implementation
into IMETS and the TWS and ALBE demonstrations software include:

-A knowledge based system to check the internal consistency of
various meteorological parameters, to include data received from
satellites and remote sensors, so that bad data are not used to
generate decision aids or forecasts.

-The design of expert techniques to automate a system which will
select the most useful weather data from available sources, and usr it
to generate Tactical Decision Aids.

-Expert systems to forecast wind shear and turbulence effects on
Army aviation operations.

-Expert systems to forecast probability of precipitation and
thunderstorm severity on the battlefield. Neural network theory could
be used here.

-Expert systems to be used as frontend and backend analyses
scheme for weather related efforts on large and complicated Army
systems.
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TIES TO THE FUTURE

Bob 0. Benn
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Our success on the battlefields of the past has Space and the use of the integrated space-airground-
been made possible in part by the many products based systems will play a major role in supporting
of our research and development programs. But the the tactical commander in the 21st century. While
battlefield of tomorrow will be more complex with there are many keys to success on the battlefield of
more data and information available to the com- yesterday and today we must tie them together to
mander than ever before. If we are to continue to ensure that we continue to succeed on future battle-
succeed we must continue to use similar research fields.
and development results in a well integrated and Technology, intelligence and environment are
complementary fashion, taking full advantage of the the three keys that I feel are most important to our
potential of artificial intelligence, robotics and other past successes. We have continued to push technol-
data management capabilities. ogy to the limit, used our intelligence to know the

This paper will review some of the technologies enemy and know how best to exploit the technology
we plan to use that highlight the continuing need for we developed, and we have tried to make our
advanced applications of artificial intelligence to systems less dependent on or impacted by the
satisfy the tactical commanders' requirements for environment in which they operate. Each of these
knowledge of the battlefield. three keys have and will continue to be influenced

Yesterday, today and tomorrow: these are three and advanced by the RDT&E community. We will
words that we see very often, but what do they have do this because we have customers who rely on our
in common and what do they mean to us here efforts to improve thesc three key areas.
today? Let's look at them in terms of how we The battlefield commanders' requirements arc
fought yesterday, how we fight today and how we being satisfied. To win on any battlefield, the
might fight in the future. commander needs many things. Among them he

The trench warfare of World War I now seems must be able to see the enemy at extremely deep
bizarre, but it illustrates the technology of the times. range and be able to defeat the enemy in their own
Trenches were dug by hand, repeating rifles and rear areas, before they engage the commander's own
slow firing machine guns were "hightech" infantry troops. The commander also needs to assimilate
weapons, and ground mobility was a function of vast amounts of information about his own troops,
"real" horse power and the horses ability to pull the enemy, and the environment. Helping the
wagons through the mud. commander to assimilate and fully exploit all of the

The warfare of today features mobility of vast knowledge available about the battlefield is one
fightting forces, lethality of weaponry and maximum of the key issues of this symposium. How can we
use of technology. Smart weapons using electro- as scientists and developers help to satisfy these
-optical sensors or infrared heat seekers give the basic requirements of the commander?
soldier far more flexibility and fire power. Mobil- We can continue to challenge science and
ity has improved and commanders can more rapidly exploit all of the technologies that are developed.
move their forces where they are needed. However, Our ability to effectively harness the large volume
in many cases the commander is saturated with data of data that all of our new emerging sensors are
and information about the battlefield without tiue developing and turn that data into useful, meaning-
capability to fully exploit this knowledge. He is ful information for the commander depends to a
still making many of his decisions in the same old great extent on the application of artificial intel-
ways with little assistance from such technological ligence techniques being discussed at this s)m-
advances as artificial intelligence. posium. In addition, we also need to learn how to

The battle of 2018, only 100 years after World control the effects of the environment on future
War I, may feature large space structures, sophisti- systems or at least identify the effects or impacts
cated composite materials, and the commanders' the environment will have on the employment of
command and control process will be based on future weapon systems.
extensive use of the type of artificial intelligence During the recent Army Science Conference held
and robotics technologies being developed today. at TRADOC, General Thurman identified several
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key technologies as needing further exploitation (See help us selectively leverage our emerging tech-
Table 1). Our task is to develop these key emer- nologies. One way to achieve this is to develop
ging technologies and help the field commander competitive strategies using the six steps outlined on
exploit them through merging and integrating them the left of Table 2.
with the advances being made in artificial intel- For illustrative purposes, let us just cite one
ligence techniques. example of how this competitive strategy might be

General Thurman's challenge to the scientific applied. We first must identify areas that are
community is that just developing and exploiting important or key to the enemy and determine what
emerging technologies isn't enough. We must learn his strengths are in this key area -- massing of his
to leverage our technologies -- get the most return armor. Then by identifying weaknesses in this
for our dollar -- by using competitive strategies to strength, we must develop strategies to exploit these

Emerging Technologies

" Advanzed Sensors 9 AI/Advanced Signal * Power Generation/
Processing Storage/Conditioning

* Brilliant Munitions e Advanced Materials e Space

* Directed Energy * Photonics 9 Biotechnologies

" Acoustic Devices * Propellants e Low Observables

9 Chemical Aerosols 9 Robotics

Table 1. Emerging Technologies Identified by General Thurman at Army Science Conference

1. Enemy High Driver -* Armor
within Mission Area

2. Enemy Strengths -- Mass
within Mission Area

3. Weakness within -* Limited to Ground Mobility

Strengths

4. Develop Strategies to Alter the Soil
Exploit Weakness

5. Anticipate Likely Enemy -- Modify Vehicle Suspension
Countermeasures (CM)

6. Pre-plan U.S. Counter- -* ??
Countermeasures (CCM)

Table 2. Example of Leveraging Technology with Competitive Strategies
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weaknesses -- such as knowing the location of weak diverse products to users at all echelons.
soil or altering the soil characteristics to limit his Tactical decision aid products are produced and
mobility. Then, we must be ready to develop provided to the friendly tank forces on flat plasma
counter-countermeasures to the countermeasures we screens outlining the fastest route to contact with the
envision him taking in response to our o-iginal ac- enemy using a trafficability forecast based on the
tions. effect of recent rains on the terrain.

A future system based on emerging technologies The user on the hill receives an automatic
is the Battlefield Exploitation System (BES) being override audio alarm on his helmet radio warning
researched by the Corps of Engineers. BES will him of the danger from CB attack.
make extensive use of artificial intelligence and/or The helicopter pilot is able to select, arn and
expert system technologies as well as other advances fire the correct missile toward the proper unseen
such as 3-D computer image generation to support coordinates based on guidance received from the
tactical commanders at all echelons. Tactical sensor and expert system on satellite S2 and ap-
decision aids and tailored analyses of the effects of proval from the command post in the rear.
terrain, weather and man-made contaminants (such The commander and staff at the command post
as smoke and NBC) on tactical operations and receive TDA products that display the overall
weapon systems will be available for battlefield battlefield situation using 4-D holographic tech-
display down to the lowest required level. nologies. Products given to the commander include

The system just discussed is considered future completed intelligence analyses and evaluated
or notional because it is a concept that is in the options for decision-making, not raw data, and
process of being efined or formulated. A follow- on-site battle action simulation.
on idea is to integrate several of these knowledge In addition to giving us a brief glimpse of how
based future systems to make maximum use of their KNOBS will provide support on the battlefield of
potential to provide data directly to the commander. the 21st century, the previous examples also illus-
To achieve this, an integrating system, heavily trate why the challenges to the Army Science Board
r ependent on artificial intelligence, is being invest- are so important. These challenges include artificial
igated. This new integrating system is called the intelligence, networking of tactical level sensors,
Knowledge of the Battlefield-Future System or Army software managements, training simulations
KNOB-FS (or simply KNOBS). and simulators, and modeling.

KNOBS will be an integrating system that can To succeed in the future and satisfy the re-
provide the link between the commanders' require- quirements of the tactical commanders we must meet
ments processed in the Concept Based Requirements the goals and objectives presented in this paper. I
System (CBRS) and the emerging technologies being have tried to emphasize the fact that technology,
developed in various laboratories. The KNOBS will intelligence, and the environment have been keys to
be based on the Airland Battle Future and the army our ability to satisfy the tactical commanders' needs.
21 concepts being developed by TRADOC. We need to continue our efforts along these same

Satisfying the many and varied needs of com- lines.
manders, at all organizational levels, for knowledge The KNOBS concept being investigated by the
of the battlefield in the 21st century may require Corps of Engineers will provide the mechanism to
several specialized as well as generalized systems. integrate the emerging technologies and future
Therefore, to ensure that all of theses futu;e systems systems and their numerous system and event data
can be integrated and interfaced, an umbrella future inputs into a readily useable battlefield decision
system is needed. KNOBS encompasses severl support system. "Ibis will give us a single, in-
component future systems that are synergistically tegrated knowledge of the battlefield system on
linked to work in synchronization to collect, process, which we can make decisions to leverage emerging
integrate, and disseminate military environmental technologiec.
information in near real time through the use of Artificial intelligence is important to the full
space, air and ground sensor systems. exploitation of essentially all of the future systems

KNOBS is not intended to be a separate entity now being considered. KNOBS, which will provide
and will not compete with other command and the vehicle for the integration of these varied future
control systems. KNOBS will operate as part of systems, will also depend on significant advances in
the Army Command and Control System (ACCS), artificial intelligence technologies to ensure that all
or its follow-on systems, and ensure that proper of the requirud support is provided to the battlefield
support, in the form of tactical decision aius dealing commanders of the 21st century.
with such areas as weather, terrain, and position/nav- The efforts of the participants of this symposium
igation is provided to all finctional areas in the will ensure that the vast amounts of data that will
battlefield operating system. Extensive use of Al in be gathered about tomorrow's battlefield will be-
KNOBS makes it possible to complete the following come the knowledge needed and used by the com-
actions almost simultaneously, and provide these mander.
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ALLOCATING SENSOR ENVELOPE PATTERNS TO A MAP PARTITIONED
BY TERRITORIAL CONTOURS

T. M. Cronin
US Army CECOM Center for Signals Warfare

Warrenton, VA 22186

ABSTRACT

An algorithm is presented which assigns a set of sensor envelopes to a set of
territories, based upon minimizing a quadratic objective function subject to a set of
quadratic constraints. The objective function is formed by differencing a territorial
integral with the integral of the coverage envelope. This difference is called the
vulnerability measure. A territorial integral is intuitively defined to be the area delimited
by the boundary contour of a territory. A coverage envelope is the intersection of the
two-dimensional range pattern of a sensor with a territorial boundary contour. The
constraints specify bounds on sensor overkill and redundancy. It is assumed that there are
m sensors and n territories to be covered, with m < n. Therefore, there are m quadratic
equations to be solved, in n unknowns. The solution consists of a mapping which
minimizes the total territory not covered by the sensors. The algorithm accomodates
coverage patterns of general complexity; e.g., neither the territorial boundaries nor the
sensor range patterns need be convex or star-shaped. As utility functions to support sensor
optimization, two new algorithmic techniques have been developed. The first is a linear
time algorithm to compute the intersection of two simple digital contours of general
complexity. A sense of handedness is imparted to the computer due to an algorithm which
guarantees counterclockwise orientation of a boundary. This convention assures that the
inside is always to the left during a traversal, which implies that the arcs encompassing the
intersection can be collected by turning left at crossing areas. The second algorithm
computes the integral of a digital contour, and the query time complexity is shown to be
linear, directly proportional to the number of unique abscissas in the boundary.

1. INTRODUCTION

Sensor resource allocation is a longstanding problem in nonlinear mathematical
programming. The problem may be posed as follows: given a set of sensors and a set of
territories, allocate the sensors to the territories in such a way that the area of coverage is
maximized, while at the same time controlling sensor overkill and redundancy. This paper
addresses three essential issues associated with automated sensor resource allocation:
intersecting an arbitrary pair of digitized contours which may possess boundaries of
general complexity; computing the integral of the intersection of two such contours
where the intersection may consist of multiple pieces which may be multiply-connected;
maximizing the sum of the integral of the intersection across all sensor-territory boundary
combinations. This paper does not address the problem of relieving sensor overload within
a territory, nor does it address the problem of ensuring that a particular territory is
available for sensor emplacement.
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1.1 TERMINOLOGY: TERRITORIES AND SENSORS

Let T' be a topographical region. The emplacement set of T', denoted e(T'), is the set of all
local maxima of T'.

A territory T is a closed contour formed by projecting the boundary of topographical
region T' onto the plane from above. We will di I erenfiate beLvveeni Li actudi ndfne oi a
contour T and its linked list 3 of boundary coordinates.

The ith emplacement-constrained territorial boundary, denoted ei(pl), is the set formed by

uniting the boundary 0 of territory T with the boundaries of the sets of interior points of T
invisible from emplacement element ei(T').

A sensor P is a simply-connected, regular closed contour with boundary p. The boundary p
is also called the sensor envelope pattern of P. The centroid of P, denoted cen(P), is the
mean of the boundary p. The radius of P, denoted rad(P), is defined to be the maximal
distance from cen(P) to p.

Let P be a sensor. The ith position of sensor P with respect to territory T, denoted posi(PIT),
is defined to be that emplacement element ei(T') of topographical region T' upon which
cen(P) is situated.

1.1.1 The Coverage Envelope

Let ei(p) be the ith emplacement-constrained boundary of territory T, and p the boundary

of sensor P. Then the coverage envelope qi( )p is defined to be:

i(p)p = ei(p) n p (1.1)

1.1.2 The Vulnerability Measure

Let ei(p3) and p be defined as above. Then the vulnerability measure Vi(p)p is defined to be:

Vi(1) p  = f ei(p3) - f ki(1)p (1.2)

1.1.3 The Wasted-Resource Measure

Let ei(3) and p be defined as above. Then the wasted-resource measure Wi(3)p is defined

to be:

Wi(P3)p = fP- f Ei(13)p (1.3)

Figure 1 graphically portrays the concepts of vulnerability and wasted-resource.
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Vulnerability

Wasted-resource

Figure 1. A graphic depicting the concepts of vulnerability and wasted-resource. Boundary
T is a territorial contour, and boundary S is a sensor range pattern. An optimal
sensor allocation scheme relates sensor S to territory T by minimizing the
vulnerability measure of S on T, subject to constaints imposed by the
wasted-resource measure.

1.2 QUADRATIC OPTIMIZATION OF THE VULNERABILITY FUNCTION

The process of minimizing a vulnerability function belongs to the generic class of
problems known as quadratic optimization. The process is quadratic because it involves
the calculation of areal integration, rather than the simplex formed by a linear system.

1.2.1 The Vulnerability Objective Function and the Constraint Sets

Given a set Z = {P1,...Pm of sensor envelope patterns and a set T = {el(p), ..- , en(P)} of

emplacement-constrained territorial boundaries, minimize the vulnerability expression:

n m
f ei(p) - f ,(g)pj (1.4)

i~l j~l

subject to ,he set of constraints:

f Pj - f i( )Pj < 8ij (1.5)

d( pos(pi),pos(pj)) > aij [rad(pi) + rad(p) 1 (1.6)

Constraint set (1.5) is designed to control sensor overkill, whereas (1.6) is provided
to control redundancy (sensor overlap). Tho constraints are logically compatible, because
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by shrinking the overkill area, the overlap area is correspondingly reduced. The problem
lies in balancing the constraints with the vulnerability function (1.4), since decreasing the
vulnerable area frequently entails a corresponding increase in both overkill and overlap.

1.2.2 Optimal Sensor Allocation

Definition 1.2.2 An optimal sensor allocation is defined to be a mapping from a set of
sensors to a set of territories, which minimizes expression (1.4), while conforming to
constraints (1.5-1.6).

It is interesting to note that breadth-first search may be used to minimize
expression (1.4), without resorting to the constraint sets. Such a brute force approach,
although guaranteed to find the optimal solution, is combinatorially prohibitive and does
not avail itself of knowledge to control the search space. This is where the constraint sets
(and perhaps other unspecified knowledge sources) may facilitate search.

1.2.3 The Motivation for Fast Intersectiun and Integration Algorithms

It is evident from expressions (1.1) and (1.4) that fast algorithms are required to: a)
intersect boundaries; and b) compute the area contained by boundaries. The minimization
of expression (1.4) subject to constraint inequalities (1.5-1.6) is a research topic currently
under investigation (Buchberger's method of Groebner bases may provide leverage), but it
is clear that the optimization process requires polynomial-time mathematical techniques to
intersect and integrate digital boundary data. The remainder of the paper is concerned
with the development of algf, -ithms to perform these utility functions.

2. THE BOUNDARY INTERSECTION ALGORITHM

2.1 ASSURING COUNTERCLOCKWISE ORIENTATION: ALGORITHM CCW

The boundary intersection algorithm relies upon the computer having a sense of
"left" and "right" handedness as it traverses a simple digital contour. The handedness
sense is imparted to the computer by assuring that the contour is oriented in a
counterclockwise (ccw) direction, because such an orientation insures the "inside" of the
contour is always to the left, and the "outside" always to the right.

Algorithm CCW guarantees that the digital boundary of a closed contour is in fact
oriented in a counterclockwise fashion from the head of the boundary to the tail. The
algorithm computes a coordinate p (in the boundary linked list) with maximum abscissa,
along with its predecessor pred(p) and successor succ(p) coordinates (Fig. 2). The difference
in the ordinates of p and pred(p) is computed, as is the difference in the ordinates of
succ(p) and p. If either q.. ntity is less than zero, then the boundary is oriented clockwise,
and its linked list must be reversed. Otherwise, the boundary is correctly oriented in a
counterclockwise direction, and no action need be taken. A formalization follows.

2.1.1 Definition: Clockwise vs. Counterclockwise Orientation. Given closed, simple
boundary 03, and coordinate q = (xq, yq) E x, ) xq > xr V r ( Also given the predecessor p

= (xp, yp) of q, and the successor s = (xs , ys ) of q, -in boundary P. Let Ayqp = Xq - xp and

Aysq = Ys - Yq. If either Ayqp < 0 or AYsq < 0 then f0 is oriented in a clockwise direction.

Otherwise, 13 is counterclockwise.
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CCW

yx(

CW AOR< 0

(reverse the boundary)

Figure 2. Algorithm CCW. A coordinate X with maximum abscissa is computed along with
its predecessor P and successor S. If the difference between the ordinate of X
and the ordinate of P is less than zero (or similarly for that of S and X) the
boundary is ordered clockwise, and must be reversed.

2.1.2 The Formal Design Specification for Algorithm CCW

Given closed digital boundary P3 of length N;

BEGIN
derive q = (xq,yq) = any coordinate in L0 with maximum abscissa;
p= (xp,yp) = the predecessor of q in f3;
s = (xs,ys) = the successor of q in P;

4yqp: = yq - yp;

AYsq : = Ys- Yq;

IF Lyqp < 0 OR Aysq < 0 THEN fi: = (reverse 0);

END

2.1.3 The Complexity of Algorithm CCW

Algorithm CCW is a single-shot process which requires one pass over a boundary of length
N coordinates to locate a coordinate with maximum abscissa. Since a destructive smash
function may be used to reverse the order of a boundary which is ordered clockwise, no
additional memory requirements exist, nor is query time complexity applicable.

Preprocessing: O(N)
Space: None required
Query Time: Single-shot algorithm; no queries required.
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2.2 CROSSING DETECTION BY THE METHOD OF HANDEDNESS SWITCHING

In the last section we saw that algorithm CCW orients a boundary in a
counterclockwise direction. The significance of the algorithm is that "left" and "right"
handedness are discernible as a contour boundary is traversed from head to tail.
Intuitively, a crossing of two contours occurs when information is detected on the left
(right), and either simultaneously or subsequently detected on the right (left). The next
crossing of necessity must now switch back to the left (right) again. Handedness switching
is repeated every time a new crossing occurs during a counterclockwise traversal of the
boundary, until the tail is encountered (Fig. 3). The technique is proficient at ignoring
degenerate tangent behavior, because handedness does not switch at the intersection of
tangential boundaries.

B 2 R

Figure 3. Handedness Switching. Boundary B1 is traversed in a counterclockwise direction,
and crossings with boundary B2 are sought. At location 1, information external to B1 is
detected on the left (inside), followed by more on the right. We therefore know a crossing
has occurred. Furthermore, we anticipate that the next crossing will be ordered from right
to left, which is in fact the case at location 2.

2.2.1 Embedding Two Digital Boundaries Upon a Bitmap

A bitmap Mb is a rectangular array of coordinates in the XY-plane, where each coordinate
(x,y) of Mb has a binary value, denoted v(x,y), which is either 0 or 1.

A bitmap is clearedif and only if v(x,y) = 0 V (x,y) E Mb.

A boundary 0 is embedded upon bitmap Mb if and only if v(x,y) = 1 V (x,y) E [3

Given boundaries 01 and 032, define the union embedding bitmap 3102.bm to be a bitmap
such that:

a) (x,y) E 0 1 = (x,y) ( 31032.bm
b) (x,y) ( 032 = (x,y) E 3102. bm
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C) v(x,y) = 1 V (x,y) E 31, P32; v(x,y) = 0 otherwise.

Definition 2.2.1 The handedness switching crossing set of boundary 01 with respect to

boundary {}2, denoted C12, is the set of crossings encountered when traversing boundary

{1 in the context of union embedding bitmap {}112.bm. The set C12 is sequenced in the

order in which the crossings are discovered during a counterclockwise traversal of P1. The
ordinal number of crossing ci, denoted ord(ci), is the sequence number of ci in C12.

2.2.2 The Formal Design Specification for the Crossing Detection Algorithm

Given closed contour boundaries 01 and 1P2, and the union embedding bitmap {13{}2.bm;

UNTIL (Null 3) do

Letp : = (car {1);

Let neighbors = the set of non-zero 8-connected neighbors of p in 1 l2.bm;

Let tltriplet := {pred(p), p, succ(p)1;
Let t2elements: = neighbors - titriplet;
Let len: = (length t2elements);
IF len > 0 AND (NULL lasthandedness)
THEN lasthandedness: = handvector(p, t2elements);
IF len = 1 and IF handedness(car t2elements) = opposite(lasthandedness)

crossings : = (cons p crossings)
handedness : = opposite(lasthandedness);

ELSE assert "p is tangent to 12";
ELSEIFlen>1 and IF for some point p' in t2elements

handedness(p') : = opposite(lasthandedness)
crossings : = (cons p crossings)
handedness : = opposite(lasthandedness);

ELSE assert "p is tangent to 2";

01:= (cdr f1);
END UNTIL;
RETURN crossings.

2.2.3 The Complexity of the Handedness Switching Crossing Detection Algorithm for a
Closed Digital Contour Containing N Boundary Points

Preprocessing: None
Space: O(N), to store the boundary
Query Time: O(N), one-time boundary traversal

2.3 THE CROSSING ISOMORPHISM TABLE

2.3.1 The Crossing Correspondence Theorem

Theorem 2.3.1 A crossing detected by handedness switching when traversing contour 01 in

embedding bitmap 0 1 02.bm corresponds to one detected when traversing contour 132.
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Proof: Let q be the crossing detected when traversing P1. Without loss of generality,

assume that some element p of P2 was to the left of q. But this means that some previous

element p' of 032 was to the right of some previous element q' of [31, by the definition of
handedness switching crossing detection. But if p is to the left of q, and p' is to the right of
q', then q is to the right of p, and q' is to the left of p'. This means that either p or p' is a
crossing in 02.

2.3.2 The Crossing Isomorphism Theorem

It should come as no surprise that the crossing set encountered by handedness
switching when traversing one contour is the same as that encountered when traversing its
partner, within the context of the union embedding bitmap. This section provides a formal
proof of this concept, but first a definition is in order.

Definition 2.3.2. Let f01 and 012 be digital boundaries embedded in bitmap 01032.bm. Let
C12 be the set of crossings detected by handedness switching when traversing Cl with
respect to C2, and C21 be the set of crossings detected when traversing C2 with respect to
C1. A crossing isomorphism table 0(C12:C2 1) is a mapping from C12 to C2 1 which satisfies

the following:

0(ci) = cj iff d(ci,ck) > d(ci, cj) Vj * k ; ci E C1; cj, ck E C2 .

Theorem 2.3.2 The set of handedness switching crossings encountered when traversing
one curve with respect to another contour is the same set encountered when the roles of
the contours are reversed.

Proof. Let C12 be the crossing set of contour C1 with respect to contour C2, and C21 be the

crossing set of contour C2 with respect to C1. Let 0(C1 2: C2 1) be the crossing isomorphism
table defined on C12 and C21. We will show that 0 is both onto and one-to-one.

a) Proof that C12 is onto C21. Assume there exists an element p' of crossing set C21 which
does not correspond to some element of crossing set C12. Recall that p' is derived by
detecting elements of C1 which possess opposite handedness when traversing C2 in a ccw
direction. But this means that the same disparity in handedness must have been
encountered when traversing C1, from theorem 2.3.1. Hence some crossing in C12 must

correspond to p'. Therefore, by reducio ad absurdum, C12 is onto C21.

b) Proof that the correspondence 0 between C12 and C21 is one-to-one. Assume distinct
crossings p and q E C12, ) 0(p) = 0(q) = r for some r EC21. Without loss of generality,
assume that crossing r was discovered as a result of encountering a single element of Ci on
the left of r. But this implies that both p and q are to the left of r and both belong to C1.
However, since only a single element of C1 was to the left of r, then p must be the same

crossinc as q, which contradicts our original assumption. Therefore O is one-to-one.

The crossing isomorphism table is crucial to the intersection process. The fact that
two boundaries are oriented in a counterclockwise fashion ensures that the intersection
can always be found by traversing to the left when encountering the tail of an arc in one
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boundary, because it corresponds to the head of an arc in the other boundary. This
technique is proficient even for intersections which consist of multiple pieces.

Since the amount of memory consumed by the crossing isomorphism table is
generally negligible, it is suggested that the table be computed and stored during a
preprocessing step, for those pairs of boundaries which are expected to remain static. This
obviates a query time traversal of both boundaries to discover crossings and to establish
the correspondence by ordinal number.

Crossing
Isomorphism

by
Ordinal 

s4 B1[Nu r 1 B2

1 4
a so 2 -5

3 3 8
4 1 1
5 * 2

6 7
7 6

1< -- 4

Figure 4. An example of a crossing isomorphism table (ordinal numbers correlated). While
traversing boundary B31 in a counterclockwise direction, eight crossings are
discovered by the method of handedness switching. A boundary element is
assigned an ordinal crossing number when a switch in handedness occurs. The
same process is repeated for boundary B2. The two sets of crossings are
correlated by a distance metric to produce the table, which is then used as an
index to collect alternating arcs from 31 and B2. Referring to the diagram on the
left, closed contour 1-2-7-8-1 is produced first; subsequently closed contour
3-4-5-6-3 is discovered.

2.4 INTERSECTION: ALTERNATING ARC COLLECTION

2.4.1 Alternating Arc Collection Generates the Intersection

Note that the intersection of two closed contours consists of the union of arcs
which lie upon either boundary and are wholly contained within the confines of the other
boundary. The head of each arc Is an entry into the interior of one of the boundaries, and
the tail is an exit. Furthermore, the tail of an arc exiting the interior of one boundary is in
fact the head of another arc entering the interior of the other. Recall that the endpoints of
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Le arcs are crossings detected by handedness switching, and that the crossing
isomorphism table is available to reflect the ordinal number cross-referencing
correspondence between contours. Therefore, the arcs can be collected systematically in an
alternating fashion to form distinct planar graphs which are themselves closed contours,
and which collectively form the intersection of the two contours (Fig. 4).

2.4.2 The Formal Design Specification for Intersection by Alternating Arc Collection

Given ccw-oriented digital closed contours [1 and 02, and the crossing isomorphism table sets

C12 and C21, where Cij isthe car-sorted set of 4-tuples {(ordnum-pi; ordnum-Dj;
crossing-point-pi; crossing-point-3)};

Arbitrarily select P1 to traverse in a ccw direction;
cnt : = 1; lenl : = length(C12);

test: = insidep(head(pl), 021
IF test = false THEN pointer : = car (C12) ELSE pointer : = car (last (C1 2 ))

boundary: = (car pointer)
LOOP cnt:= cnt + 1

cnt : = cnt MODULO 2
(cond ( (zerop cnt)

(setq refset C12)
(setq altrefset C21))

(t (setq refset C21)
(setq altrefset C12 )))

(setq point 1 (assoc (car pointer) refset))
(setq newcnt (add 1 (car pointer)))
(cond ( (igreaterp newcnt lenl)

(setq newcnt 1)))
(setq point2 (assoc newcnt refset))
(setq portion (nconcl portion (list (add 1 cnt) (car point1) (car point2))))
(setq pointer (assoc (cadr point2) altrefset))
(cond ( (and (eq cnt 1) (eq (car pointer) boundary))

(setq alt-arc-list (nconc 1 alt-arc-list portion))
(setq portion nil)
(setq boundary (newanchor boundary len1 prize))

(cond ( boundary
(setq cnt 1)
(setq pointer (assoc boundary refset)))

(t (return alt-arc-list)))))
(go LOOP))

2.4.3 The Complexity of Intersecting Two Closed Contours of Lengths NI and N2, by the
Method of Alternating Arc Collection, Using the Crossing Isomorphism Table O(C 2 -C2 1)

The preprocessing required for intersection by the method of alternating arc

collection involves one pass each over boundaries P1 and 132, respective!y of lengths N1 and
N2 coordinates, to produce isomorphism table 0(C12:C21). The arcs encompassing the

intersection are extracted from the boundaries in time proportional to the size of the
isomorphism table.
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I
Preprocessing: O(N1 + N2), to generate 0(C12:C21)
Space: O(N1 + N2 + Ien( 0(C1 2 :C21))), to store the arcs specified by 0
QueryTime: O[ Ien(0(C12:C21)))]

3. INTEGRATION BY VERTICAL RAY PIERCING

3.3.1 The Morphology of a Closed Curve Affects the Complexity of Computing Its Integral

The vertical ray piercing integration (VRPI) algorithm computes the area bounded
by a planar graph. The graph may be non-convex with an arbitrary number of exterior
concavities, may be multiply-connected, and may be comprised of multiple pieces. The
algorithm logic migrates by ascending abscissa along a sorted boundary list, and pierces
the ordinate points (also in ascending order) with a vertical ray drawn upwards from the
x-axis. The odd-numbered encounters are treated as entry points into the graph, whereas
the even-numbered encounters are exits. The lengths of the entry-exit pairs are computed
for each abscissa, and a running sum is accumulated until the maximal abscissa is processed
(Fig. 5) The final sum is returned as the integral of the planar graph.

Definition 3.3.1 Let Yn be the sorted (in ascending order) set of ordinates lying over xi,

where xi is the abscissa of some coordinate in boundary $3. 03 is said to possess a concavity
above xi iff 3 yj E Yn ,j- Yj-1 > 1 and Yj + 1 - Yj > 1.

The number of boundary concavities affects the complexity of the ordinate
entry-exit processing. Let X denote the set of unique abscissas occurring in elements of
boundary P3. A concavity may exist due to non-convex structure of the boundary itself, or
because the boundary is multiply-connected. A boundary with no concavities has at most
one entry-exit ordinate pair for each distinct abscissa in X; one with one concavity has two
entry-exit pairs for each abscissa lying beneath the concavity; in general, a boundary with
m concavities requires m + 1 ordinate entry-exit computations for each distinct abscissa
lying below the m concavities. This concept is formalized with the following theorem:

Theorem 3.3.1 Let boundary $3 contain m concavities. Let X(0) denote the set of unique
abscissas which lie beneath no concavities, X(1) beneath one concavity, ..., X(m) beneath m
concavities. Then the total number w of entry-exit ordinate computations performed
during integration by vertical ray piercing is equal to:

m
E= X(i) * (i + 1) (1.7)

i=0

Proof. Proceed with a counting argument. Each element of X(0) requires exactly one
ordinate entry-exit computation, because the boundary does not fold over itself above any
element of X(0). Each element of X(1) requires exactly two computations, because the
boundary folds over itself once above each element of X(1). In general, an element
belonging to X(m) requires exactly m + 1 ordinate entry-exit computations. Across the set
of all unique abscissas, the total number of computations is expressed by equation (1.7).
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3.3.2 The Formal Design Specification for VRPI

Sort the boundary, using abscissa as the primary key, and ordinate as the secondary key.
Let XMIN be the minimum abscissa, and XMAX the maximum abscissa.

integral := 0;
For xi = XMIN to XMAX
BEGIN YSET = yj, j = 1,k) (* The set of ordinates above xi *)

UNTIL (NULL (cdr YSET))
Let ylast: = (car YSET); ynew: = (cadr YSET);
orddiff : = ynew - ylast

IF orddiff = 1 then integral = integral + 1
ELSE integral = integral + orddiff + 1;

YSET. = (cddr YSET);
END UNTIL;

IF (NULL YSET) return integral

Let ylast : = ynew; ynew = (car YSET); orddiff : = ynew - ylast;
IF orddiff = 1 then integral : = integral + 1
ELSE integral = integral + orddiff + 1;

ENr BEGIN.
RETURN integral.

Figure 5. Vertical ray piercing for one abscissa, within the area of a single concavity. All
such results are summed from minimal to maximal abscissa to derive theintegral of the closed region.
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3.3.3 The Complexity of Integration by Vertical Ray Piercing

Let boundary /3 be of length N. the computational complexity of VRPI is:

Prepr,c.s ing: O(N*logN), to sort the boundary; primary key x; secondary key y
Space: O(,N)
Query Time: O(N)

Note that on a parallel architecture, if a processor is dedicated to each unique
abscissa, the time complexity of the vertical ray piercing algorithm is of order m + 1, where
m is the maximum number of concavities lying above any single abscissa. That is say that
m + 1 entry-exit differences must be computed for each element of X(m).

3.3.4 A Comparison of the Complexity of VRPI with Other Areal Integration Techniques

There are other techniques to compute the area contained by closed boundaries;
the field of numerical analysis abounds with integration methods. However, these
cechniques generally require additional processing to treat the topological phenomena
which result when intersecting digital boundaries of general complexity. The techniques
may also require calculations for every point on the boundary, rather than at each uninue
abscissa. These calculations may entail multiplication, which is more compute-intense than
addition. Vertical ray piercing integration treats these issues as follows:

VRPI accomodates inter sections which lie in pieces, with no additional processing.
Other algorithms may expect that each piece has a separate, gap-free boundary, with a
handle into the head of the linked list representing the boundary.

VRPI accomc dates multiply-connected sets, with no additional processing. Other
algorithms may require that each hole be treated as a separate object (for which a
predefined handle must exist). The area of each hole must be computed and subtracted
from the area of the outer boundary.

VRPI requires a preprocessing sort of the boundary, which other integration
algorithms may not equire. However, the sort buys superior query time performance for
two reasons. First of all, the number of VRPI calculations is proportional to the number if
unique abscissas, and not the total number of abscissas. Second, arithmetic differences are
computed above each unique abscissa, which is far less costly than performing
multiplications at every boundary element.

4. SUMMARY

The sensor-to-territory allocation problem has been posed in terms of minimizing a
quadratic vulnerability function subject to a set of quadratic constraints. It is shown that
boundary intersection and integration are vital subproblems: the intersection may
pathologically lie in pieces, be multiply-connected, and is not guaranteed to be contiguous
Because the sensor-to-territory mapping is potentially prohibitive from a combinatoric
standpoint, it is important at least to have fast algorithms at hand to perform intersection
and integration. New linear que,y time algorithms are presented for each operation. The
intersection algorithm relies upon two new techriques: one which guarantees
counterclockwise orientation of a closed boundary; and one which detects crossings by
relying upon a sens9 of handednes switching during boundary traversal. The integration



algorithm utilizes a technique called vertical ray piercing, which initiates a migration by
ascending abscissa through a sorted boundary list. The sorted set of ordinates over a
unique abscissa is pierced from below, using parity logic to dccumulate the integral. Future
directions of the research include addressing the problem of efficiently solving a set of
second order equations which serve as constraints during minimization of the vulnerability
function.
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Abstract

Representation issues and evaluation criteria are presented regarding the design of a
general purpose database management system to support complex spatial reasoning. For
problem domains that require extremely large amounts of data, the database design must
simultaneously consider 1) storage efficiency, 2) search efficiency and 3) problem solving
efficiency. Six critical representation issues are discussed that impact these three aspects of
database efficiency, classes of representations for point, line and region features that
satisfy the various representation issuies are discussed. A hybrid representation approach is
recommended that balances the strengths and weaknesses of several representations to
achieve the above efficiency goals. Finally, the framework for an efficient spatial DBMS
(SDBMS) is proposed that is based on these general principles.

1. Introduction

Numerous complex computational domains, including battlefield data fusion, image
understanding, assisted target recognition and autonomous vehicle control, demand an
underlying element of spatial reasoning. Battlefield data fusion, for instance, requires the
correlation of sensor measurables against both the current situation assessment and
potentially massive amounts of domain data, such as 1) object-oriented knowledge (e.g,
tables of equipment, tables of organization), 2) spatially-oriented natural, cultural and
abstracted fe-,.ures (e.g., rivers, roads, line-of-sight, respectively) and 3) dynamic target
location/attribute data.

Spatial riatabases are often developed in a bottoin-up manner basec on a single
underlying representation for points, lines and regions. With relatively small databases
and fast processors, the combinatorics generated by potentially inefficient representaton,
search and evaluation operations may be of little concern However, 'or very large
databases, contro! of the search space size and computational requirements to supporL re;1i
time, cor, plex automated reasoning ;s of considerable importance This paper discuss.s a
top-down database design approach that simultaneously addresses 1) storage effloency, 2)
query efriciency and 3) problem sclving efficiency
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Just as an indexed relational database file facilitates access to data that is organized along
natural search dimensions (e.g., alphabetically or numerically indexed keys), a true
two-dimensional representation offers inherently more efficient acces! to spatially
organized knowledge than a non-spatially organized representation. Similarly, a
tree-structured search for a specific object among a collection of hierachically-organized
objects is more efficient than a linear search though ai entire object database.

Storage efficiency is achieved through some form of data compaction. Search efficiency
requires effective control of the size of the search space for the range of typical database
queries. Problem solving efficiency can be achieved by minimizing both the overall search
space size and the required data transformation and manipulation that may, in part, be
caused by the data compaction process.

A natural tradeoff tends to exist between memory efficiency and query / problpm solving
efficiency; for spatial data, compact representations often do not support efficient search
and abstraction. For example, the chain code for the boundary of a region, although
memory-efficient, is a computationally expensive form for performing set operations.
Thus, an ideal representation should be relatively compact and yet not require excessively
large search spaces or complex, computationally-intensive manipulations to develop
typical products.

Because of its broad processing requirements, battlefield data fusion will be used
throughout this paper to illustrate many of the database issues. Battlefield data fusion is
the process of creating and maintaining a coherent "picture" of a dynamic situation based
on limited domain observables from one or more sources. A fundamental database query
that supports asynchronous data fusion takes the form:

Find database element(s) that is (are) near (fl. . fN g(x,y),t)

where fn are features or attributes, g represents a location uncertainty function and t
represents a time tag. Observation attributes include frequency, velocity, cross section,
9ltitude, modulation characteristics, and so forth; near is interpreted within the context of
an arbitrary metric.

The spatial and temporal aspects of observations are key elements of the fusion process.
Near in terms of (x,y,t) may require intersection of the function g( ) with relatively static
(time-invariant) database elements, such as terrain, elevation, soil type, trafficability,
cultural featurec, waterways, or relatively dynamic (time-sensitive) database elements such
as individual target tracks, groups of targets or Named Areas of Interest (NA.I). The concept
of near ran be highly situation and context-sensitive and may depend on some state of the
world, observation class, target velocity, report rate, resolution, and the specific metric
(e.g., Euclidean distance).

The underlying static domain database provides the knowledge that constrains activities
and interpretations, such as target class-dependent limitations on trafficability,
observability, communications and access. The non-static data provides the historical and
time-varying domain ! -- wledge (e.g., weather, target track files) that forms the basis for
interpretation of new ouservations and refinement of previous observations.

No automated system developed to date has achi ved the spatial reasoning capability of a
skilled human analyst. The ease with which military analysts perform spatial reasoning, iKl
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large measure, is the result of very natural, fully registered, true two-dimensional spatial
representations provided by maps and acetate overlays. The manual grease pencil and
acetate overlay method used by human analysts is, in fact, a conceptually powerful spatial
problem solving paradigm. The representation medium provides a uniform, true
two-dimensional spatial representation that allows effective spatial focus-of-attention,
highly intuitive manipulation of features, efficient development of Euclidean metrics and
set operations performed virtually "by inspection" (e.g., human perception facilitates the
interpretation of closed lines as representing the enclosed two-dimensional area).

Acetate overlays provide natural, context-conditioned conceptual planes which afford
additional search space reduction. For instance, when reasoning about primary road
networks, acetate overlays containing other feature classes need not be searched. Newly
abstracted spatial features (e.g., the result of set operations among existing features) are
stored in the same uniform, fully registered representation.

Many current data fusion systems and other semi-automated systems rely on conventional
relational database management systems (DBMS). Future highly automated reasoning
systems will require extremely large databases that support efficient spatial query and
spatial problem solving at multiple levels of abstraction.

The advantages of emulation of both the problem solving style and the database form of
the acetate and overlay approach for automated spatial reasoning is often overlooked, in
part because the manual process is viewed as a rather crude, low resolution, low accuracy
technique. However, the DBMS analog of acetate overlays need be neither low resolution,
ncr low accuracy; a database form motivated by the human spatial reasoning metaphor is
outlined in Section 3.

2. Database Issues/Requirements

In general, database query requirements include 1) location of a specific data item, 2)
range query / windowing, 3) set operations among multiple daLa sets and 4) evaluation of
data relationships (parametric, Euclidean and non-Euclidean distance, generalized
metrics). These tests reduce to search and test for equality, non-equality and containment.
The tet constraints or conditions effectively represent a template through which data is
viewed Thus, in general, database query can be viewed asa templating operation.

The conditions or templates can be as simple as "is point (x,y, in the database" or as
complex as "find all forested regions with elevations above 1000m that are within 100km
of a major population center 'west of the Mississippi river' or "find all airports with 3 or
more runways east of the Continental Divide that 1) are not surrounded by industrial or
residential development, 2) are at elevations greater than 500 m, id 3) support 3 to 5
major air carriers" The second example has a strong geogr, )rmation system (GIS)
flavor, while the latter has a mixed object-oriented and spatial-oriented character. True
two-dimensional -patial representations support efficient spatial ^"ented se.rch; true
ooject-oriented representations support efficient search and manipulation of complex
object relationships

!n a highly dynamic environment, in order to support a broad variety of applications, a
daabase must maintain both context-sensitive and context-insensitive data
Context-sonsitive data includes the current situation representation and previously



developed abstractions, while context-insensitive knowledge includes much of the
relatively static factual and procedural reasoning knowledge base.

For instance, basic elevation data is context-insensitive knowledge that is used in the
generation of numerous context-sensitive products. For instance, line-of-sight and
path-planning algorithms use elevation data to produce highly context-sensitive products
which depend on 1) observation position and range limit, and 2) weather, soil type and
unit class, respectively. Context-sensitive products such as river crossing sites within a
specified area of interest should ideally be evaluated on-line based on unit class, recent
rainfall, general weather conditions, current river depth and flow rate, vehicle-dependent
trafficability on the river banks, potential bridge erection time, logistics considerations,
mission priority and so forth.

As opposed to prestoring all possible context-sensitive databases (which may not even be
enumerable), the context-insensitive database can be abstracted to generate specific
products (based on current context) as required. Such a capability enhances both the
storage efficiency and robustness of the database. Thus, storage efficiency, search
efficiency and problem solving efficiency become key factors in the selection of database
organization.

2.1 Representative Classes of Spatial Reasoning

In this section a number of representative automated spatial reasoning tasks are discussed
that require database support. A simple template-oriented database query has the form:

Find [ n) (objects, set function ,' objects, . conditioned on f objects,
a features) features/ ' features

Examples of this form include:

Find one truck on road A within spatial region B.
-(Fntersect) (intersect)

Find all secondary roads or Trafficability Index 3 regions east of Rockville
- (uniun) (intersec-t

In general, set operations can be concatenated to yield more complex forms.

As an application of intersection, consider the refinement of a target's location by
correlation of sensor derived information with context-conditioned domain knowledge.
For instance, a particular target class may be known to prefer operating within 50 m of a
secondary road that is within a lightly forested area which provides moderate
concealment. Figure 1 shows the development of the refined target location based on the
successive intersection of two independently measured error ellipses, with regions that are
within 50 m of a secondary roau and within lightly forested regions. The final product (Fig.
Ig) provides potentially better target localization than is afforded by the intersection of
only the sensor derived error ellipses (Fig. Ic). Template conditions can be applied
separately or in combination using the same basic implementation mechanics.
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Target error ellipse 1 Target error ellipse 2 Target error elipse 2

(a) (b) (c)

Derived region:
"Within 50 m of secondary road"

(d) (e)

Lightly forested regions

(f) (g)

Figure I Initial target location estimate (a) is refined by intersection with an
independently measured uncertainty function (b) as shown in (c); the
resulting region is intersected with the "region-grown" road network (d) as
shown in (e) and the cummulative intersection with the lightly forested
region (f) is shown in (g). The shaded region is the predicted target location
following each corrrelation operation.

The union of points, lines and regions yields the composite of all addends and the
difference yields the tiodes of the minuend that are not contained within the intersection
Containment can be easily implemented by observing that A C B if A nl B = A.

;n general, fuzzy modifiers and qualifiers (adverbs, adjectives and associated phrases)
,-odify generalized metrics or other modifiers. Metrics of interest to spatial reasoning
in-lude generalized dstance (e g., Mahalanobis distance, correlation ratio between data
ond templates, shape, size and speed) While Boolean functions provide a natural
representation for absolute modifiers or conditionals (e g , nearest, before, more, to the
left of. higher, closer), fuzzy membership functions offer a natural representation for
relative modifiors (near, very, almost, small, fast)
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Most absolute modifiers can be implemented as a simple Boolean function. Relacive
modifiers, on the other hand, tend to be context-sensitive, requiring a family of
conditional fuzzy membership functions. Fuzzy modifiers (and their context-sensitive
membership functions) may depend on the state of a process, the distance from a goal
state, the current weather conditions, and so forth.

The use of generalized conditional membership functions effectively allows the database
to support general probabilistic, fuzzy and multi-vaiued logic set operations. Using a
simple region-growing approach, database features of various membership values cdn be
developed; these generalized fuzzy regions can then be manipulated by the standard
Boolean set operators.

For instance, consider the query:

Find all vehicles near Region A

In this case, near is the fuzzy distance metric described by a conditional membership
function. The fuzzy intersection can be computed as the Boolean intersection of the target
error ellipse with the fuzzified Region A ; analogously, the fuzzy intersection could be
developed as the Boolean intersection of Region A with the fuzzified target error ellipse.
Because of target location uncertainty, map registration errors and Region A
representation errors, fuzzy set operations are a critical requirement in many real world
problem domains [Antony, 1989].

Spatial templating involves the recognition of spatial patterns of terrain, cultural features,
vehicles or units. Because of the large number of rigid templates that may be required to
account for variation in size, shape, spacing, orientation, contrast, observation angle and
so forth, the use of rigid templates tends to require large storage and excessive
computational resources. The use of fuzzy semantic templates, on the other hand, can
dramatically reduce the total number of required templates.

Consider a template for a specific play in football that expresses the semantic relationship
among players on the field. As an example, an "end" for a certain play may normally be "to
the right and slightly forward of the quarterback". "To the right and forward" are
absolute (Boolean) modifiers. Given the location of either of the entities, a spatially
organized database can be readily searched for the other element. Forward is a
dynamically evaluated absolute modifier whose meaning is determined based on the
current position of the quarterback and the goal direction. Slighlly is a context-sensitive
relative distance metric that can be represented as a conditional fuzzy function. A complex
template can be efficiently implemented as a set of procedural or scripted, absolute and
relative database queries.Thus, relative to the quarterback, a fuzzified search window can
be constructed based on the relative semantic spatial relationships among the entities and
not on a strict mathematical correlation between the database and a(, exhaustive set of
rigid templates.

As a second example of spatial templating, consider the conceptually trivial task of
associating N-tuples to candidate K-member groups based on proximity With a
non-spatially-organized database, as many as (N!/(K!*(N-K)!) locational comparisions need
to be made. For N = 100 and K = 5, 10 7 possible tests may be required
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A simple database search algorithm that avoids the combinatorial explosion can be
developed if the N-tuple database possesses a true spatial representation A spatial
window large enough to enclose the nominal cluster is first overlaid on a previously
non-clustered N-tuple. The window centroid is then moved to each of the N-tuples that
appear within the window and the total number of non-clustered N-tuples within the
window is determined. For non-overlapping clusters, when the window centroid reaches
the cluster centroid, the maximum number of spatially associated N-tuples will appear
within the window. Thus, the cluster centroid, as well as the cluster member count has
been tentatively determined. The detailed pattern and parametrics of the constituent
elements can then be evaluated in greater detail. The algorithm recurses until all
unassociated N-tuples have been clustered. Because of the efficiency of two-dimensional
spatial operations, a potentially combinatoric 5earch and compute-and-test task is
reduced to an efficient, top-down intersection of a generalized spatial window with the
spatially-organized N-tuple database.

Path planning / replanning involves boundary-following, feature-following, line-of-sight
computation and generalized path development under time-varying and context-varying
constraints. A generalized multiple resolution, recursive path-finding algorithm [Antony,
1986] supports both top-down global, as well as optimal single resolution problem solving.

Metric computation involves 1) Euclidean distance measures (e.g., feature separation,
boundary length, percent overlap, correlation coefficient), 2) moment computation (e.g.,
centroid, center of gravity, area) and 3) fuzzy metric evaluation (e.g., near, forward, high).
Efficient evaluation of such metrics is fully supported by a true two-dimensional, fully
registered spatial representation.

2.2 Spatial Feature Representations

In this section a number of popular representation forms for points, lines and regions will
be briefly discussed in the context of desirable attributes of a spatial DBMS

2.2.1 Points

The most general representation of an n-dimensional point is the real-valued n-tuple. A
pixel based point representation is a grid-based, finite resolution representation where the
value of a pixel is either a continuous-valued (e g., real number) or discrete-valued (c.g.,
gray-scale code, color or integer-valued weight).

The point quadtree is a non-reguldr variant of the region quadtree where each data point
is assigned to a separate quadtree node Nodes are added to the tree when search for the
point terminates at a leaf node without finding the data point. The size and shape of the
tree is dependent on the order of insertion. Since balancing the tree and deletion of data
(which, in general, requires merging nodes) are relatively expensive operations, the point
quadtree is a relatively static data structure.

A k-d tree (2-d for two dimensions) is a binary search tree (each node has two sons) where
the branching is based on alternating between x and y coordinates In the adaptive k d
tree, all data is presorted and stored at leaf nodes Unlike pointquadtrees, 'hetree shape s
independent of the order of insertion and deletion
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The MX (or matrix) quadtree is a region quadtree-based representation for a finite number
of discrete data points. Each data point is associated with a single pixel in a matrix grid;
thus, the pixel size defines the minimum resolution that can be represented. The
decomposition is regular, order-independent and a relatively dynamic data structure.

The PR (P for point; R for region) quadtree is a form of region quadtree where a quadrant
is split if a new data point belongs in an existing node. The splitting continues until the
data points are no longer in the same quadrant. The PR quadtree produces a unique
decomposition, independent of order of insertion. However, the representation may
require great depths to represent small differences between data points. Deletion may
cause node collasping.

2.2.2 Lines

Lines are extended spatial features that represent the boundary of either open or closed
regions (points and open lines can be considered to be degenerate regions) In general
lines can be represented using either regular or non-regular spatial decompositions 1.1
regular decompositions, two-dimensional space is subdivided into a uniform grid structure
which may or may not be hierarchical. The boundary code is perhaps the sir.plest
pixel-based line representation which specifies the ordered sequence of pixels that the line
passes through. The chain code is a form of run-length encoding where only direction
changes of the boundary are represented.

A number of tree-structured representations are based on a regular decomposition, as
well. In the edge quadtree, the leaf nodes are quadrants that possess straight line segment
approximations to the original line. The MX quadtree is a matrix (pixel-based)
representation of line segments where the line thickness is effectively the pixel width. In
the PM quadtree, each polygon vertex is a data point in a PR quadtree.

Non-regular decompositions include generating functions (e.g., polynomials), piecewise
linear approximations (e.g., end point tuples) and certain tree-structured representations
(e.g., strip tree).

2.2.3 Areal Representations

A polygon is a memory-efficient piecewise linear approximation of the boundary of an
a.b.itrarily shaped closed region. The verices of the polygon are represented, in general, by
a linked-list of (x,y) coordinates. Closely related chain, boundary and border code
representations are pixel-based versions of the general polygon representation. Although
boundary-only representations are perhaps the most commonly employed region
representations, they do not explicitly represent the region interior.

Raster, pyrariid and various tree-structured forms provide true areal representation. The
raster is a pixel-based representation of the boundary plus the interior of a region The
pyramid is a closely associated multiple, but fixed resolution representation The region
quadtree is a variable resolution, fixed-reference maximal block size decomposition of the
boundary plus the interior of a region.
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2.2.4 Region Quadtree and the Pyramid

Because the region quadtree possesses several desirable attributes (e.g., 1) regular, 2)
hierarchical and 3) true areal representation), that are exploited by the proposed SDBMS
discussed in Section 3, an expanded discussion of this representation form is presented. The
region quadtree is a regular, recursive decomposition of Euclidean space into equal-sized
quadrants, each of those into equal-sized quadrants, down to a minimum
application-dependent resolution. By expanding only those quadtree nodes that are
partially within a quadrant, a minimal quadtree representation results.

A simple string notation, X0 X1 ...X, provides a unique node representation and defines a

unique tree traversal path from the root to that node. Each term in the string, Xi, defines a
specific quadrant, X, at tree depth i. X is a four-valued variable that is defined as follows:

A northeast quadrant
B northwest quadrant
C southwest quadrant
D southeast quadrant

The node-string notation is simply a radix 4 coding scheme that exhibits familiar abelian
group properties with respect to addition and subtraction. The quadtree and the
associated string notation is a relative, incremental coding scheme which can be thought of
as two-dimensional run-length code. Thus, for all j, O<j<i, (XoX 1...X) = (XoX 1...X_j ) +
(X_+I ...X) where + can be interpreted as either addition or concatenation. Since each
term in the string takes on only four values, each term can be represented by two bits.
Thus, a 32-bit string can effectively index 4 x10 9 (i.e., 216 x 216) raster level cells.

The cardinal and non-cardinal directions can be treated as functional operators on
quadtree nodes (e.g., east(A 1B2A3 C4) = (AB2A3D4)). From symmetry, concatenated
opposing operators cancel each other, while non-opposing operators yield the
non-cardinal operators.

A simple nearest-neighbor move rule and efficient spatial windowing algorithms make the
quadtree a powerful hierarchically-organized spatial representation [Antony, et al,
1987]. Virtually all quadtree-related algorithms require only integer arithmetic; many c,
the algorithms can be implemented using simple table-lookup.

Since each level of the tree (denoted by i) represents a node resolution size proportional to

2', absolute and relative map coordinate computation for a quadtree node is

straightforward (e g., A represents a translation north by 2- dv and east by 2'dx, where dx
and dy are the x and y dimensions of the map root node) Since the region quadtree
recursively decomposes homogeneous regions into maximal quadtree blocks, the bulk of
the interior of a large region is represented by relatively few large nodes; the remaining
interior is represented by progressively larger numbers of smaller resolution blocks
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I
A pyramid (which can be implemented as a complete quadtree) with its inherent multiple
resolution levels offers efficient top-down directed tree search potential (e.g.,
AoC 1D2 >AoC1D2 X 3>AoC1D2X3 X4 for all X). For instance, consider the interrogation of a
map knowledge base to determine (1) if a bridge exists within a particular block of (n x n)
raster level cells and (2), if so, which resolution cell contains the bridge. The first question

can be answered by merely interrogating the parent node of the desired raster cell block.
In a conventional single level of abstraction raster representation scheme, the cells are

searched sequentially until the existence of a bridqe is discovered. In the worst case, all n2

cells must be interrogated even though that no bridge exists in the region.

The second question can also be answered efficiently in a hierarchically organized
database since the search for a single bridge in the region involves only four branches that
emanate from a single node at each level in the tree. Thus, while the non-directed

(exhaustive) raster search requires an exponential search space size (on the order of 4'

where n = 2'), the directed quadtree-based pyramid search involves only a polynomial

search space size (on the order of 4i), where i is the depth of the tree representation.

Since regular, grid-based representations are highly sensitive to translation of the
underlying reference system, a simple comparision of storage efficiency with other region
representations (e.g., boundary list) is not possible. However, a simple worst case analysis
for high area-to-perimeter ratio regions can provide insight into the storage costs of
hierarchical, regular areal representations.

A square of (n x n) pixels is a simple high area-to-perimeter (the circle possesses the
maximum area-to-perimeter ratio) region for developing quadtree memory requirement
bounds. The worst case (i.e., largest node count ) occurs when the number of required low
level nodes is maximized. A simple recursive algorithm develops a worst case
node-assignment strategy by assuming that the entire perimeter of the square must be
represented by the lowest level quadtree nodes. After removal of the lowest order border
pixels of the square, the border of th,.. remaining region is assumed to require

representation of all next higher order quadtree nodes. This strategy is recursively applied

until all n2 pixels have been covered.

The algorithm requires first solving for the set {a.} that satisfies:

Ia 2J = n

where n is the pixel length of one side of the original square region, aj = 0, 1 or 2 and j = 0,

1, 2, ... The number of nodes along a single border of the remaining square region at each

stage of the recursion is given by:

c 1 = (c-aj)/2

where c0 = n. Thus, the number of perimeter ce" at each stage of the recursion is

0 for a =0

P = 2c -1 fora, = 1

4c -4 for a, = 2.

Summing over all Pj yields the worst case node count.
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Figure 2 compares 1) the pixel area (n2), 2) the length of the region perimeter (4n-4) and 3)
the node count for the worst case quadtree representation for a square region. Thus, the
worst case cost (in terms of storage requirements) for representation of both the boundary
plus the interior area in a minimal region quadtree compares favorably with the cost of the
pixel boundary alone. As the area-to-perimeter ratio is reduced (e.g., small regions,
regions with convoluted boundaries), the relative cost of an explicit areal representation,
as opposed to an implicit areal representation, goes down. In the limit as the area of the
region approaches its perimeter (pixel area), the non-pointer based region quadtree and
boundary list memory requirements are identical.

1400- Pixel Area

Wor-st Case
Quadtree Representation

,: 1200-

00

600

4@0- Boundary (pixels)

200

'D 20 K0 60 .0 00 120 140 160 180 2C0

Length of Side (Pixels)

Figure 2 Worst case quadtree representation storage requirements for a square region

compared to raster and boundary list representations (courtesy Cathy Lamanna)-

In general, a spatial window is an art'trary two-dimensional region that can be

represented by a minimal quadtree A window size can be scaled by a factor of 2< (where k
is an arbitrary positive or negative 'nteger) by nerely incrementing or decrementing
subscr:pts in the quadtree locational code (node string notation) subscripts by k The
centroid (or any other node) of a window can be tra, slated to an arbitrary quadtree -ode
by calcu!ating the directed distance between the current and desired cntroid node
location and applying the appropriatp set of x and y off,_ets to a!l nodes within the wirndow

or by rebu'ediig the window about the new centroid position based on nearest neghbor
node relat;onhips within the original window

I
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Distance metrics can be developed between any of the six combinations of point, line and
region features, such as closest distance, centroid separation and percent overlap. Since
the quadtree is a relative coding scheme, the Euclidean directed-ditance between two
nodes can be computed as the term-by-term subtraction of the two node strings (or
locational code). The x- and y- components of all possible resulting terms are summarized
in Tabe 1 The relative distance magnitude between any two nodes is the square root of
the sum of the squares of the respective x- and y-components.

Tab!e 1 String interpretation for node evaluation and distance computation.

Stnng term x-component y-component

Ai 2- i  2- i

Bi  -2-1 2-i

Ci -2 - i  -2-i

i 2-I -2-i
Ai - Bi  2 - I + 10

Ai-C 2-i+1 2-i+1
Ai -Di 0 2 - i+ 1

Bi-Ci 0 2-i+1
Bi -D, -2- i+1 2- i+1

CiO i _2 - i+1 0

Note: (Ui -V i ) - -(V i -U i)

Likewise, the x- and y-components of a series of nearest-neighbor m,,es can be
accumulated so that arbitrary path lengths can be computed. The x- and y-componerts of
each of the nearest-neighbor moves depends only on the node size and the move class (ic.,
either cardinal or non-cardinal).

Using an image processing approach, both absolute and relative metrics can be computed
between arbitrary combinations of point, line and region features. Since points and lines
are merel) degenerate regions, diAance can be developed uy incrementally growing
regions until an intersection occurs. The efficiency of the algorithm can be improved by
using hierarchical, multiple resolution region growth to rapidly locate and then refine
candsiate intersections.

2.3 Representation Issues

AsA mentioned in the Introduction, the key to memory efficiency is data compression. The
key to search efficiency is storage of data along natural search dimensions. The key to
problem solving eficiency is minimization of both the overall search space size and
required transformation and manipulation of the data.
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The following representation taxonomy for spatial features provides a natural first step in
the top-down conceptual design of a spatial database:

1) True vs. non-true two-dimensional representation
2) Hierarchical vs. non-hierarchical representat:'-n
3) Regular vs. non-regular representation
4) Static vs. dynamic representation ciasses
5) Homogeneous vs. heterogeneous representations
6) Natural parallel and distributed database implementation potential

True Two-Dimensional vs. Non-Two Dimensional Representation

In general, a true two-dimensional representation inherently preserves adjacency, while in
non-true two-dimensional representations, adjacency ic either a catalogued relation or
may require extensive search and test to evaluate. True two-dimensional representations
store point, line and region features in a manner analogous to the acetate overlay
paradigm. Thus, the region quadtree, pyramid and raster are considered true
two-dimensional or explicit areal-based representations, whiie the polygon, boundary
code, chain code and vector representations (which represent only region boundaries) are
considered non-true two-dimensional representations. The underlying spatial
decomposition can be either grid-based or non-gri based.

Set operations, spatial windowing, spatial search, distance metrics, moment calcuiation
and spatial clustering are all inherently two-dimensional operat;ons. Potentially large
reductions in search space size and related generate-and-test operations are saved by
supporting true two-dimensional spatial search of a database. Without the concept of
adjacency of spatial features, the above operations may require search of large portions of
the database For a large number of regions, even the use of region bounJing boxes (.e
the set (Xman, xr n, YMa ' Ymn ) for all features) may prove too costly In addition, the
bounding bux is an ineffective search space control technique for extended lhne features
such as roads, rivers an i tupographic contour lines.

Hierarchical vs. Non-Hierarchical Representations

Hierarrh,cal 'epreentaoons support 1) problem solving at the most natural and effic'ent
!evel of abstraction, 2) efficient top-down global problem solving and 3) generTl za',on
and sper;a',,zation Muliple resolution algorithms operate over the resolution )'ttn m
from globa to local, potentially employ:ng mixeo top-down and bottom-up reasonrg For
,nstan(e, t'he ,'osest road to a partic .!ar (x,y) coordinate can be found eff;ic rtly by
regiOn growing the point (x,y) in large sten sizes until an intersection occurs, 'he

ntersechton can then refined by higher re,,o utlon region -ontracton ' jrow h L e- ,..e, .
top-dov n rerurs,,re path planning aigorithr can plan a route for an autonornoi,. o
vihile the same algorithm (operating at or near tne maximum resolution of the ri'tun[ase)

car, (ontro! the vehice ,hile enroute [Antory, 1986] if an obstacle appears ,- the veh,, le's
path (e g , a br;dge -discovered to have been washeo out), a path around the ohstae (an
be deveorp,,d by reinitia ,oi, of the top-down path planning based on the piesof- v
position and situation context.
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Regular vs. Non-Regular Representation

Regular decompositions use a fixed grid size at each level of the decomposition and have a
fixed resolution relationship between levels. When coupled with a true 2-D representation,
regular decompositions support highly efficient spatial search, windowing and set
operations. However, unless data is uniformly distributed at all resolution levels, regular
representations tend to be highly memory-inefficient. In general, low resolution
representations possess relatively uniformly distributed spatial features, while high
resolution representations possess non-uniformly distributed spatial features. Thus, regular
decompositions are most appropriate for low resolution representation.

Homogeneous vs. Heterogeneous Representation

Figure 3 depicts the data representation taxonomy for the above representation issues and
Table 2 compares the relative efficiency of the first three representation attributes. In
general, data structures that are non-hierarchical, non-true 2-D and non-regular are the
most memory-efficient and the least search and problem-solving efficient. In effect, the
compactness of the representation forces extensive search and "decoding" which, in the
latter, are preserved at the expense of memory efficiency. Thus, an implicit tradeoff exists
between the compactness of the representation and the efficiency with which the data can
be accessed and utilized.

Spatial representation

True 2-D Non-true 2-D

Non-hierarchical Hierarchical Non-hierarchical Hieidrchical

Regular Variable Regular Variable Reoular Variable Regular

2-0 run length Points Regions k-d tree
maximal block Lines boundary code point quadlree

Pyramid k-d tree chain code polygon R-treeRaster region quadtree point quadtree vector strip tree
pixel MX quadtree strip tree bounding box

PR quadtree

Figure 3 Spatial representation taxonomy.

02I



Table 2 Relative comparison of memory, search and problem solving efficiency of various
spatial feature representation classes.

Data Structure Classes efficiency
memory search problem solving

True 2-D (explicit areal) X X
Non-true 2-D (implicit areal) X

Hierarchical X X
Non-hierarchical X

Regular decomposition X X
Non-regular decomposition X

While, conventional databases are often built upon a single primitive element (e.g., data
record, linked-list structure), a hybrid approach to database representation and
organization seems 'ery natural since:

1) point, linc and region features, as well as semantic objects and concepts must be
represented;

2) a true 2-D creal representation is a highly efficient form for performing spatial search
and set operations among all classes of spatial features;

3) hierarchical representations support the continuum from global top-down to highly
local reasoning; and

4) regular decompositions provide efficient and powerful representations of uniformly
distributed features; non-regular decompositions provide efficient representation of
non-uniformly distributed features.

Static vs. Dynamic Representation Classes

Dynamic representations require relatively inexpensive insertion and deletion operations,
while, static representtions are those data structures that may require extensive tree
rebalancing, table reconstruction or node splitting or collasping for insertion / deletion of
data.

The temporal dependency of the d-ita itself falls within three rough classes. Static data
includes the relatively unchanging features such as elevation, soil type, roads, rivers and
forest Quasi-static features includes relatively slowly changing data such as weather, river
crossing sites, situation and threat assessment Dynamic data includes rapidly changing
data such as sensor reports, current situation and collection management databases. Thus,
in order to support efficient operations among all three classes of data, a database must
possess relatively dynamic data structures.
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Parallel vs. Distributed Database Implementation

Since the database is intended to support a broad range of applications over many levels of
problem abstraction, a parallel and distributed implementation is highly desirable.
Distribution of 1) data, 2) search and manipulation and 3) control across a processor
network (either tightly or loosely coupled) effectively provides very large incore data store,
while minimizing search and processing bottlenecks. A global database can thus be
distributed spatially and/or logically within a network of nodes to satisfy demanding
access, memory and processing speed requirements.

3. Proposed Database Framework

In general, semantic objects possess two-dimensional spatial attributes that can be treated
as point, line and region objects. Based on the six database representation issues discussed
above, a hybrid representation is proposed that provides an object-oriented
representation of semantic objects, as well as an object-oriented representation of
two-dimensional space. The representation consists of 1) a pyramidal multiple resolution,
object-oriented spatial representation, 2, the region quadtree and 3) an object-oriented
semantic representation. Figure 4 shows the essential components of the proposed spatial
representatior, structure. Figure 5 depicts the composite view of the proposed database
showing both the semantic and spatial object-oriented elements that coexist within a
single object-oriented database (OODB).

At a low resoluion, spatial data tends to be uniformly distributed; as the resolution is
increased, such data tends to become non-uniformly distributed. Thus, an efficient
database design should provide both uniform and non-uniform representations in support
of low and high resolution reasoning, respectively. Low resolution spatial reasoning
supports global decisionmaking by providing inherent focus-of-attention that restricts the
size of the required search space prior to performing more refined (higher resolution)
reasoning.

Only a non-regular representation can efficient!y represent non-uniformly distributed high
resolution point, line and region data. In the proposed representation, refined resolution
data utilizes vectors to represent points and lines and minimal region quadtrees to
represent regions.

The complete quadtree-based pyramid with its object-oriented cell representation
provides a uniform, object-oriented spatial representation. The pyramid possesses an
entity-relationship graph structure, where the nodes are object-oriented representations
of spatial regions and the arcs define the geographic decomposition (and thus the
parent/child spatial relationship between objects). General properties of features are
inherited from below.

The point, line and region features that occur within each minimum resolution pyramid
node will be represented as shown in Fig. 4. Point and line features can be efficiently stored
as a hierarchical string name (e.g., class>subclass>... >name), an associated vector
representation, and other optional attributes (e.g., time stamp).
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3.1 Point features

Point features within a minimum resolution pyramid cell have a straightforward mapping
to the semantic object representation. Examples of point features include bridges, road
intersections, buildings, and radar sites. For the inverse mapping, the semantic object
frame points to a single minimum resolution pyramid node, which in turn maintains the
precise location of the object in node-offset form. The node-offset form expresses x and y
position offsets relative to the center of the respective quadtree node. For a 1 km minimum
resoiution pyramid cell, 1 rn accuracy can be achieved by the use of 10 bit position offsets.
Because of the location uncertainty and spatial extent of physical objects, certain "point"
features may be more appropriately represented as regions.

3.2 Line features

Within a minimum resolution pyramid node, each line feature is represented as an object
whose attributes are the vertices of a piecewise linear function stored in a quadtree
node-offset form. Thus, the semantic line object consists of a set of spatially distributed
objects each of which represents that part of the lineal feature that falls within a single
minimum resolution pyramid cell.

Assuming a 100 km x 100 km region of interest, consisting of 100 roads with an average of

50 line segments per road, a raster representation of 10 m resolution requires 108

resolution cells, a pure vector representation requires 5x10 3 end point pairs and the
proposed representation requires 133 pyramid cells (for a 1 km minimum resolution
pyramid node size) plus approximately 5x10 3 end point pairs. The advantage of the latter
representation is that for a large class of spatial reasoning problems, spatially conditioned
semantic queries can significantly reduce the total number of raster ce!ls or road seg,,ments
that need to be searched.

For lines and regions, thf relationship between the spatial and semantic obJect-oriented
representations are not 1:1. An explicit pointer links the spatial representation of the
named line s_.;ment to a specific semantic object. The inverse link points from the semantic
object to one or more pyramid nodes that contain the line feature (e.g., line centroid,
beginning node, all nodes) Any part of the line feature can then be accessed by simple
nearest neighbor quadtree moves within the minimum resolut "n pyramid cells and use of
the underlying vector data.

Since, in general, a search region has an arbitrary spatial shape (i.e., spatial window) and
within such a window, set operations among point, line and region data may be required,
the proposed hybrid pyramid/vector representation (with its uniform low resolution
representation) offers advantages (e.g., supports efficient set operations) over strictly
non-uniform lineal representations. In addition, with many standard tree-structured lineal
representations, multiple intersecting lines present difficulties and large tree depths are
required if line segment end points are represented at the pixel level.
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3.3 Region features

The pyramid provides a hierarchical spatial indexing scheme for generic regions. Each
pyramid cell (or one of its offspring nodes) point to the named semantic object for the
regions present withir. that cell. In the inverse mapping, the region objects point to the
minimal quadtree representation of the region. Since the root node of the quadtree
representation (or some higher level parent node) has the same string representation as
the pyramid node, the region object points indirectly to the pyramid representation. Thus,
the pyramid provides a representation that facilitates hierarchical, multiple resolution
region location and manipulation; refined region processing utilizes the respective
minimal quadtree representation.

Although the "boundary-only" representations (e.g., polygon, chain code, boundary code)
are very popular, memory-efficient region representations, since they are not true spatial
representations, they do not support computationally efficient set operations (e.g., spatial
windowing, intersection), metric computation or path planning. In addition, certain
classes of regions (e.g., bounded regions with included holes, multiply-embedded regions)
are not easily represented and manipulated.

3.4 Summary

A hierarchical, object-oriented spatial representation for point, line and region features
has been proposed. When this representation is fully integrated with a semantic object
representation, the object-oriented spatial DBMS (SDBMS) structure shown in Fig. 5 results.
The primary organizational hierarchy is shown along the y-axis. In general, specialized
objects inherit characteristics and attributes of their generic object class. The specializatio,.
of objects within a single class of the hierarchy is shown along the x-axis; further
refinements are depicted along the z-axis. The pyramid provides a uniform, hierarchical
representation of attributes that supports efficient spatially indexed set operations and
associative processing.

Four natural frame-based object representation forms are used in the proposed database.
The general semantic object has a conventional attribute-slot form with associated
pointers and procedural constructs. The pyramid object employs either a general object
structure or a simple bit-coded feature vector representation that summarizes point, line
and region features found within its spatial bounds. The vector object is simply a link-list
representation (in node-offset form) of named points or piecewise continuous line
features. Finally, a region object is a minimal quadtree node representation of a named
two-dimensional region.

The proposed SDBMS organization allows complex object-oriented queries, as well as
efficient two-stage spatial reasoning. In the first stage of spatial reasoning, point, line and
region features share a uniform, fully registered low resolution object-oriented pyramid
representation that facilitates global reasoning, spatial focus-of-attention and offers
potentially massive search space reduction over non-hierarchical, non-true spatial
representations. Point objects are linked directly to the corresponding minimum resolution
pyramid cell. The entity-to-spatial line object link allows continuous line feature-following
via nearest neighbor moves within the pyramid. The region feature link is a pointer to the
minimal quadtree representation of that region. The spatial object-to-semantic object
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representation link for points, lines and recj;ons is an explicit pointer from the spatial
object to the appropriate semantic object. Thus, the proposed SDBMS provides both an
efficient representation of two-dimensional spatial attributes of objects and features, as
well as a natural spatial window into the semantic database.

The development of a generic spatial reasoning front-end for the proposed SDBMS would
effectively create an intelligent database. The availability of such an intelligent database
would simpiify and expedite the development of application software, reduce the
application-level communication requirements with the database and insure the efficient
use of the rich object and spatial oriented SDBMS data structures. Thus, while the low-levei
SDBMS would handle primitives such as locking, data maintenance, data distribution and
search, an intelligent database frontend would reformulate high level data queries into
low level database operations, perform generic reasoning, and insure efficient search due
to its intimate knowledge of the database. When desired functionality is not supported,
the high level interface would simply be bypassed.

The intelligent interface can actually be implemented as a collection of specialized
interfaces to a single (possibly distributed) SDBMS, each optimized for specific classes of
operations or operational domains (e.g., target tracking, classification, multisensor
correlation, generalization / sneciali7ation, path planning); likewise, the interface
language can be tailored to the classes of generic reasoning performed by the database
frontend. A more complete discussion of the details of the proposed SDBMS is found in
(Antony, 19891.

4. Summary and Conclusions

A wide range of complex, real world manual decisionmaking tasks capitalize on the
human's spatial reasoning ability. An automated system capable of performing real time,
dynamic spatial reason;ng is thus a critical element in the automation of such analytical
tasks. Efficient problem solving depends heavily on the efficiency of the knowledge base
search process; search efficiency depends in large measure on the organization of the
database. Thus, problem solving efficiency can be enhanced by the use of a database that
provides search dimensions that are natural to the problem domain A key to efficient
search is to store data along natural query dimensions that minimizes the size of the search
space and the requirement for computationally expensive generate-and-test operations

The goal of the top-down design of a DBMS is to select representations that simultaneously
achieve I) memory efficiency, 2) search efficiency and 3) problem solving efficiency Six
critical representation issues were discussed:

1) True vs non-true two-dimensional representation
2) Hierarchical vs non-hierarchical representation
3) Regular vs. non-regular representation
4) Static vs. dynamic representation
5) Homogeneous vs heterogeneous representation
6) Parallel vs. distributed implementation potential

00



A multiple representation approach allows the three broad design goals to be satisfied by
trading among strengths and weaknesses of various representations.

Since automated spatial reasoning involves both object-oriented and spatial-oriented
reasoning, an efficient implementation benefits from a fully integrated spatially and
semantically organized dat3base. In additien, the intrinsic advantages of a two stage
spatial representation and reasoning process was emphasized. In the first stage, a
hierarchically organized, uniformly sampled (regular) spatial representation provides
efficient search space reduction by supporting both hierarchical and spatially-windowed
search. In the second stage, non-uniformly sampled spatial representations provide
memory efficient, refined representations of point, line and region features.

An object-oriented quadtr, ,-based pyramid repre .zrtation integrated with vector, region
quadtree and semantic object representations was recommended as a powerful and
robust, spatial database management system (SDBMS) organization. Specific applications
may benefit from further specialization of the underlying spatial representations (e.g., an
oct-tree to complement or replace the region quadtree representation). The unique
characteristic of the proposed SDBMS is the maintenance of a hybrid uniform/non-uniform
multiple resolution spatial object representation within a conventional semantic
object-oriented database.

High speed access to the knowledge base depends on both efficient search and effective
implementation. In a conventional DBMS, with host-resident software and disk-resident
data, data access time depends both on the search space size and the disk retrieval time.
The proposed SDBMS supports reduction in the search space size; a multiple processor
implementation can substantially reduce disk retrieval requirements, since a significant
portion of the overall database could be resident within active memory of a multiple
processor network. In addition to the speed advantage of RAM access relative to disk
access, such an implementation offers the potential for sophisticated concurrent search
and manipulation.

Ti-m dpve',-nPnt of an irtpliilent rlat-has- interface was recommended that transforms
high level queries and spatial reasoning tasks into lower level generic database queries and
operations. Such a capability would simplify and expedite application development,
minimize communication with the database, insure efficient database search and mask the
complexity of the underlying database organization.
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DIW9''AL TOPOGRAPHIC DATA SUPPORT

R.B. Lambert, J.A. Messmore, B.G. Pose, J.P. Ackeret, and
P.T. Joy

U.S. Army Engineer Topographic Laboratories
Fort Belvoir, Virginia 22060-5546

ABSTRACT

Artificial Intelligence (AT) has the potential to
greatly enhance the effectiveness and lethality of Arry
systems employed on the future battlefield. Civen the
Army's role as a ground force, however, it is clear that
terrain knowledge will be key to the successful
integration of AT tools into the planning and executicn
of battlefield tasks.

Tt is the responsibility of the Concepts and Analysis
Division (CAD) at the U.S. Army Engineer Topographic
TLaboratories to ensure that today's researchers
suppoI t ng future Army systems are cognizant of botlh
curient and planned digital topographic data bases.
Through caieful m'anagement of the Army's digital
topographic data requirements, costs associated with the
capture and use of thece data will be minimized.

1. IIIPIPORT FROM THE ENCTINEI:R TOPOGRAPHIC LABORATORIES

Within the Engirnee. Topographic Laboratories (ETL)
thie Concepts and Analysis Division (CAD) serves as the
Army's center of technical expertise for all military
applications of digital topographic data (DTD).
Fc-elopers considering the use of DTD for any system
application should coordinate with CAD as early os
possible in the development cycle of their system. CAD's
functions include: (1) maintaining technical liaison
with noD, DA, DMA arA private industry, (2) providing
technical support to the Army RDT&E community, t-1
serving as a technical resource for combat develope-s and
the analysis community, (4) conducting technical reviews
of requirements documentation and doctrinal publications
and, (5) providing/evaluating prototype terrain data
bases. Through these functions, CAD can ensure the
materiel and combat developer of .easonable database
support, prevent the writing of overstated DTD
requirements and eliminate redundant contractor support.
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2. SUPPORT FROM THE DEFENSE MAPPING ACENCY

2.1 'TjRRENT DATABASES

The Defense Mapping Agency (DMA) currently produccs
more than fifteen (15) digital INC&G products. These
products have been produced to satisfy the vali dated
requirements for specific systems within the DoD
comrmunity. As such, most of these databases have ir-,'ted
or no utility outside their intended system application.
However, the Digital Terrain Elevation Data (PT-D) and
Digital Feature Analysis Data (DFAD) products are used
for a wide range of military applications as geneoa]
purpose, medium resolution MC&G databases. oren
referenced together these products are identified as tie
Digital Landmass System (DLMS). Fach of t dee data bases
has its own product specification.

2.1.1 DTED

DTED is currently available as a Level 1 standard
product and consists of a uniform matrix of terrain
elevation values with 100 m (3 arc sec) post point
spacina. The information content is approximately
equivalent to the contour information represented on a
1:250,000 scale map. The standard file size is a I deg x
1 deg geographical cell. DTED Level 1 coverage is
available for many geographic regions worldwide and is
distributed on 9-track magnetic tape.

2.1.2 DFAD

DFAD is currently available as a Level 1 standard
product. DFAD consists of selected man-made and natural
planimetric features, type classified as point, line or
area features as a function of their size ard
composi t ion. The data is stored in polygon format. and
segregated into 1 deg x 1 deg geographic cells. The
information content is approximately equivalent to tlhose o
features found on a 1:250,000 scale map. Both Ist and
2nd edition BIAD Level 1 products are available. The ndi
edition product contains lines of communicaticn (LOC)
cita. The 1st edition data is available for many
geoaranhic region<; worIdwide, whereas 2nd ecdit ion c]ata
coverage is very I inited. EI-AD Level IC, pz-oduced fsom
map <source, is also available for limited areas.

2.? PPCTOTYP; DATA 2F7-S APID FI'PR' DA ABA<ERS

2.2.] 1 SUEl) on CD-P),

11u.- 'rc- F"YR,9, DMA rlan<> to boa r dst I ibut ior O Dof F -]
] aad-o rly 1Ieo r-y () It 4'al c sk (I -

I
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ROM). A key advantage of the CD-ROM over ntagnetic tar:e
is that a CD-ROM cannot be written over or modified,
thereby protecting the data from alteration. CD-ROM is a
non-magnetic data storage medium and, therefore, is rot
affected by electro-magnetic pulse (EMP). Each disk has
a storage capacity of 600MB and can hold well over 200 (1
deg x 1 deg) DTED Level 1 cells. A CD-ROM reader (dis}
drive) can be interfaced easily with a microcomputer,
th)ereby providing a wide range of users with access to a
terrain elevation data base.

Army is currently evaluating two (2) prototype data sets
on CD-ROM that have been produced by DMA. One disk
contains 341 DTED Level 1 cells and the other disk
contains 275 DTFD Level 1 cells, with coverage for Great
Britain, Central and Eastern Europe and the Soviet Union.
An applications software package, provided on floppy
disk, enables the prototype evaluators to extract DTED
information for a single coordinate location as well as
the surrounding elevation posts, and perform data
manipulations such as iine-of-sight, tinted elevations,
contouring and perspective views. The goals of the
evaluation are twofold: to determine the advantages that
CD-ROM has over 9-track magnetic tape and to determine
the utility of DTED on CD-ROM for Army users.

2.2.2 DFAD Level 1C Plus

A new DMA prototype, DFAD Level 1C Plus, is likely to
be released as DFAD Level 3C in the future. This
1:250,000 scale product contains 1:50,000 scale patches
that are compiled from the 1:50,000 Topographic Line Map
(TLM50). Consult the latest DMA catalog for
availability.

2.2.3 Tactical Terrain Data (TTD)

TTD is intended to be the basic operational terrain
data set -uppoiting future land combat, close air
support, and amphibious operations. TTD consists of both
elevation and feature data. The elevation data consists
of DTED Level 2 (1 arc-sec spacing). The feature data
are consistent with the Tactical Terrain Analysis Dati
Base (TTADB) thematic overlays and special features from
the 1:50,000 Topographic Line Map (TLM) and combat chart.
A TTD prototype has been produced for a 15 min x 15 min
area covering Fort Hood, TX. This prototype data set is
available in both a non-integrated version (eight
topologically separate theme files) and an integrated
version (nine 5 min x 5 min tiles each with a single
topological layer). User defined geographic information
systems (GIS) must have the capability to extract user
themes from the integrated version.
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The elevation data is represented as a matrix
structure; the feature data uses Minimally Redundant
Topology (MINITOPO) as itL structure. Feature categories
will be those contained in the Feature Attribute Coding
Standard (FACS). The exchange format for the initial TTD
prototype is the Spatial Data Transfer Specification
(SDTS). SDTS incorporates the American National Standards
Institute (ANSI) ISO-8211 at the transport level.

Production of TTD is not scheduled to begin until
after 1992. ODCSINT has recommended to DMA that initial
production of TTD correspond to areas where extensive
terrain analyses have been done, e.g., areas where
TTADE's have been produced. While DMA has not endorsed
this approach in writing, there are strong indications
that DMA will adopt this production strategy. The
determination of area requirements falls under the
purview of the Commander-in-Chiefs (CINCs) of the Unified
and Specified Commands (U&S Commands) that meet
biannually with DMA to review area requirements. DMA
then prioritizes those requirements in their Program
Objective Memorandum (POM). Generally, strategic
requirements have priority over tactical requirements.
To our knowledge, actual TTD production plans have not
been formulated by DMA.

2.2.4 Interim Data Bases

2.2.4.1 Interim Terrain Data (ITD)

ITD has emerged as the solution to providing a
tactical-level digital product that will support the
Army's near-term (1989-1993+) tactical and analysis
community digital topographic data (DTD) requirements in
the years before Tactical Terrain Data (TTD) becomes
available in volume. ITD will be produced by DMA. The
driver behind the new DMA !TD production program is the
Army's Digital Topographic Support System (DTSS), ,Nhich
has a validated requirement for ITD. DMA will support
the DTSS program with ITD, initially for upcoming systemi
testing in 1989 and, eventually, for fielding between
1992-1994.

DMA proposes building ITD data sets initially through
software conversion of existing Terrain Analysis
Production System (TAPS) data, then by digitizing
hardcopy (analog) tactical/planning terrain analysis data
bases (T/PTADB's) and finally by new product generation
via the DMA Mk.85 Feature Extraction Segment (FF/S) using
data collection software designed for terrain analysis.
By the end of 1988, DM'A expects to produce the firsL ]TD
data sets through a conveision of the six 15 mn x 15 min
cells of DTD generiaced from the [now-defuncL] 'APS. Te
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TAPS software conversion process will include both data
exchange format and coding schema changes.

The majority of the ITD data sets will be produced
from the existing analog products and will consist of six
segregated files that represent the T/PTADB terrain
feature data themes of surface drainage, surface
materials (soils), surface configuration (slope),
vegetation, transportation, and obstacles. ITD data sets
generated on the FE/S will have integrated files rather
than segregated files and will not contain slope data.
For all ITD data sets, terrain elevation data will likely
be provided as DMA Digital Terrain Elevation Data DTED
Level 1 (3 arc-sec data). The ITD product exchange
format is currently being negotiated; however, it will
likely be DMA's Standard Linear Format (SLF), while the
feature and attribute coding schema will likely be the
DMA Feature File (DMAFF).

DMA delivered their draft Prototype Product
Specifications for Interim Terrain Data (ITD) to the Army
in September 1988. CAD has evaluated this document and
is presently investigating other ITD and ITD-related
issues including Army co-producibility of ITD, data
structure, format and coding schema conversions, and
quality control software development.

2.2.4.2 Electronic Map Displays (EMD)

EMD refers to digitally recorded, or scanned,
pictures of maps that can be used to recreate the image
of the paper map or. a computer display. The Army
articulated its requirement for an EMD product in the
Statement of Requirements for a U.S. Army Electronic Map
Data (END) Product. This document was forwarded by CAD
to the Office of the Deputy Chief of Staff for
Intelligence (ODCSINT) on 22 Jan 88. While no product
currently exists that fully satisfies the Army's EMD
requirements, DMA expects to produce a raster-scanned map
product, ARC Digitized Raster Graphics (ADPG), in FY89.

The specifications for the ADRG format and storage
medium (CD-ROM) were driven by the Navy's validated
requirement for the product in support of the AV-8B
Harrier Program. The ADRG is produced from hardcopy
graphic products as a multicolor digital replica and does
not contain separate feature files. The ADRG can,
however, be reformatted to serve as a short-term interim
solution to meeting some Army EMD requirements. A fully
satisfactory EMD product would allow the Army user to
manipulate specific groups of map features independently,
as separate files, and would have minimal requirements
for storage and pre-processing. CAD is investigating the
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possibility of preparing an EMD prototype that will meet

these requirements.

3. DMA DIGITAL DATA POLICY

3.1 DIGITAL MC&G DATA REQUIREMENTS FOR EMERGING SYSTEMS

Each of the Military Departments will: "Review
ongoing system development programs to identify the need
for unique mapping, charting and geodesy (MC&G) products.
Beginning in the FY88 POM, fund [unique] MC&G activities
in the program element for the associated system for
later transfer to DMA for execution. Ensure that, as new
systems enter full-scale development, the necessary fynds
for MC&G requirements are identified and programmed."

3.2 DMA DIGITAL DATA TRANSFORMATION

All new transformation processing requirements will
be reviewed through Department channels and approved by
the Assistant Secretary of Defense (C I) prior to DMA
implementation. New requests should be 5 orwarded through
DMA to Assistant Secretary of Defense (C I). The burden
of proof is on the Department to show the economic
benefit to DoD, or the operational reason DMA
transformation processing should be approved. A major
consideration is to maintain interoperability of MC&G
digital data among DoD systems to minimize duplication,
redundancy, and costs of processing.

3.3 DMA DIGITAL DATA REQUESTS

3.3.1 Fielded Systems

Activities requiring available digital data for use
in Department-approved fielded systems may forward their
requests in accordance with applicable Military
Department regulations directly to the DMA Combat Support
Center.

3.3.2 Developing Systems

Activities requiring digital data for any other
application, and especially for proposed, prototype, or
developing systems, will forward their requests through
the appropriate channels and in accordance with
applicable Military Department regulations. All Army
activities will submit digital data requests to CAP,
USAETL, for evaluation and endorsement. Fndorsed
requests will be forwarded, first, to ODCSINT for

1 DFPSqFCDEF Program Decision Memorandum, August 1985
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validation and, then, to DMA for final processing and
distribution. Service validation of a request at ODCSINT
may take 1 week; the processing time at DMA is 6-8 weeks.
These processing times are estimates for routine requests

Customers should note that the minimum pipeline
production time required for data on new geographic areas
is approximately two years, assuming a high JCS priority.
When contractors require data to support other than
fielded systems, they must submit a request through their
government sponsor.

3.3.3 Non-standard Data Requests

Activities requiring non-standard digital data must
agree to the terms of a conditional release memorandum
which restricts their use to proof-of-concept analyses,
modeling, and simulation studies. These data shall not
be used as part of any operational data base nor used as
a system design criterion. A copy of the memorandum will
be forwarded to the requestor for endorsement. The
subject data will not be shipped until a signed copy of
the endorsement has been received in CAD.
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ABSTRACT

Representing terrain at multiple levels of abstraction can help in the automated terrain
reasoning task. Scale-space representations provide the capability to quicK'y search
for features based on the level of abstraction necessary for particular terrain reasoning
tasks. The representation retains the finest resolution of the data while progressing
through greater levels of abstraction, yielding a unique fingerprint for the terrain.
Reasoning about how features change over levels of abstraction provides valuable
information about terrain formations. A graph representation has been developed in
conjunction with the scale-space image of the terrain to aid in retrieval of feature
information. An example of feature extraction for an observation mission is given.

1. INTRODUCTION

With the advent of semi-automated generation of digital terrain maps in conjunction
with high speed digital processing, the automatic analysis of terrain for military
missions, or "terrain reasoning," has become feasible. On the other hand, terrain
reasoning is computationally demanding because it can involve a great deal of
geometric computation, and the computation must be done during both the
specification of a mission and its execution. To reduce demand on computational
resources, it is envisioned that flexible pre-computed spatial representations will have a
role in reducing the computational complexity of geometric reasoning. This paper
proposes methods for using scale-space representations in the analysis of digital terrain
data. In this paper we discuss the problem, describe scale-space representations, and
then present an application which combines scale-space with other representations for
a sample mission problem.

2. PROBLEM

Planning of a military mission is a hard problem. There are a number of factors
involved in choosing a successful mission strategy. The important strategic factors are
usually based on terrain features and are difficult to envision in detail. Since the
results of analysis depend heavily on the current military situation, pre-computed, a
priori information obtained from a map may be useless in determining a course of
action. Any pre-computed representations used must be flexible enough so that they
can quickly be transformed or searched to find the appropriate informlation for mission
tasks at the time of their execution.
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Speed and generality are two advantages to using pre-computed representations rather
than the typically more computationally intensive algorithms that use raw data and give
exact answers. For example, consider the task of finding good observation points.
What constitutes a good observation point depends on a number of factors, the
primary ones being: the location of friendly forces, the probable location of enemy
forces, and the accessibility to the units that are tasked to make the observation. In
addition, the locations of all the players in the situation is constantly changing, and
therefore a static analysis quickly becomes inappropriate. It would be computafionally
prohibitive to perform the calculations for the possible observation points by
pet-forming visibility computations based on enemy positions. In addition, since the
situation will change, these computations would have to be repeated frequently. On
the other hand, observation points chosen by heuristic measures can be obtained
quickly. Although heuristically chosen observation points may not be optimal for any
specific situation, their generality may make them preferable when uncertainty and
change are taken into account.

When looking at map elevation data, one can see various features which may be
considered important for planning. From a contour line representation of elevation
data, regions of local minima and maxima are easily extracted. These local extrema are
useful for reasoning about strategic locations in mountainous terrain. Slope data can
be segmented into regions of similar slope. High slope regions are typically
intraversable, and are therefore considered an important feature. One can naturally
extend the search for features from analyzing raw elevation data and slope data to
investigating the first deriviative of slope, i.e., concavity data. Concavity information
should easily distinguish features like saddle point regions, regions amenable to
masking, and the texture of a region.

Elevation map data does not change with time, however, some features intrepreted
from this data may change with respect to the level of abstraction for which the data is
viewed. For example, when looking at a mountain range, one notes different features
at various levels of abstraction: at a high level, dominant mountains; at a middle level,
major rock formations; and at a low level, individual rocks For military missions, the
level of abstraction required for viewing the data is typically determined by the level
and scope of the planning task. High level planning may require reasoning about
mountain ranges, thus requiring a view of the data from a high level of abstraction.
Likewise, the lowest level of planning involves very local features such as hills and
gullies, thus requiring a low level of map data abstraction.

3. SCALE-SPACE REPRESENTATIONS

Representing terrain at multiple levels of abstraction can help in the automated terrain
reasoning task. Scale-space representations provide the capability to quickly search
for features based on the level of abstraction necessary for particular terrain reasoning
problems. 1-D scale-space representations have been shown to be useful in
characterizing signals abstractly (Witkin,Terzopoulos, Kass 1987). Extension of the
1 -D scale-space to a 2-D surface provides a representation that uniquely identifies
important terrain features.

The method used in this paper for identifying features within elevation data is based on
scale-space filtering (Witkin 1983). First, scale-space filtering is introduced by
presenting the method as applied to a 1-dimensional signal. Then, the generalization
of this technique will be presented for 2-dimensional signals -- precisely the form of
elevation data.
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3.1. 1D Scale-Space

Scale-Space filtering is a technique for analyzing a signal qualitatively. When
interested in determining the qualities of a signal that are most interesting, the extent to
which one identifies a feature as important is largely dependent on the scale at which
one looks at the signal. For instance, when the signal of Figure 1 is considered, one
may say at an abstract level that the signal is characterized by three important features:
a hump at the beginning of the signal, a period of low magnitude, and a final long
region of large magnitude. At a lower level of abstraction, one may note the rippling
in the low magnitude region, and at yet a lower level, one may look closely at the
signal and note a bit of noise in the signal. How does one proceed to determine the
features of a signal at various levels of abstraction?

f(x)

X

Figure 1. A general I-dimensional signal.

Let us consider, in general, the method of scale-space filtering. A 1-dimensional
signal may be smoothed by convolution with a Gaussian filter, smoother signals result
from Gaussian filters with larger variances, as illustrated in Figure 2.

F(x,) ,) ..

F(X, 02) , , \ 1 1: . \ \

F(x, 03)

Figure 2. Smoothed Signals with varying Gaussian filters

Consider the variance of the Gaussian filter to be a parameter of scale. In scale-space
filtering, one smooths the signal with increasing variances (scale) and records the
locations of the inflection points of the resultant smoothed signals. These inflection
points will move continuously upon continuous variation of the scale parameter. A
plot of the inflection point locations versus the scale parameter provides a scale-space
image of the signal (see Figure 3). The scale-space image is a unique description of
the signal (Yuille and Poggio 1986) (Babaud et. al. 1986), thus one might consider
this to be the "fingerprint" of the signal.
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Figure 3. Scale Space Image

Analyzing the scale-space image of a signal establishes a qualitative interpretation of
the signal. An individual contour within the scale-space image is termed an event, the
geometry of these contours is surprisingly simple. An event originates at two distinct
locations at the finest scale, and closes above at some peak scale. This property allows
one to generate a coarse scale description of an event by tracing the event contour to its
fine scale zero crossing locations. When one event terminates at a higher peak scale
than another event, then we call the former more persistent. One can then describe an
event in terms of its persistence through higher levels of abstraction.

While the persistence and inflection point root locations characterize an event, the
events establishing important features within a signal will depend on the application.
In Figure 3, the presence of noise in the signal is represented in scale space by the
frequent occurrences of low peak events. The noise is quickly smoothed by the
Gaussian filter, and thus does not persist through higher scales. We see that the mid-
raiige of scales preserves most of the qualities of the signal. F:ina!'y, the highest scale
eliminates all but the general form the signal.

The scale-space can be represented alternatively as a ternary-branching tree (Witkin
1983), which is a useful representation for searching for features through the levels of
abstraction. Each node in the tree represents an undistinguished interval as a is varied,
where the interval is bounded by a pair of extremal points of opposite sign that appear
in the smoothed signal. An undistinguished interval is where the extremal points do
not contain any other extremal points. In general, each undistinguished interval is
bounded on each side by the extremals that define it and bounded above by a singular
point at which it merges into the enclosing interval and bounded below by a singular
point at which it splits into three subintervals.

3.2. 2D Scale-Space

The application of the scale-space representation to two dimensional surfaces is
straight forward. The gaussian filter in two dimensions is in the form:

F["ya = r ((I x x-u)2+(Y-v) 2 udv

-,0
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Figure 4 illustrates the difference between the original terrain data and a gaussian
smoothing. It has been convenient, in the two dimensional case, to store a binary
array representation of positive and negative concavity instead of storing the inflection
points. This representation can be computed directly by convolving the Laplacian of a
Gaussian filter with the original map. The scale-space image is a three-dimensional
form defined by the zero-crossings in x,y,a space. Successive applications of the filter
yield more slices (see Figure 5) which can be stacked to produce a 3-D volunic. Thlis
3-D volume is the scale-space description of the terrain surface. A 3-D scale-space
volume for a surface usually consists of numerous mounds, holes, caves, and tunnels.
Each of these formations in scale-space reflects features of the terrain.

Figure 4. Original, Gaussian Smoothed, and Zero crossings of Terrain

As in the 1-D case, the 2-D scale-space representation retains the finest resolution of
the data while progressing through greater levels of abstraction, yielding a unique
fingerprint for the terrain. Reasoning 2bout how features change over levels of
abstraction provides valuable information about terrain formations. Regions that
quickly disappear are small mounds or depressions and reflect only the nature of the
terrain texture. Regions that persist and enlarge are large hills or long broad valleys.
Various types of terrain formations have readily identifiable fingerprints.

Figure 5. Slices of Scale-Space image

A saddle point, for example, occurs whenever two regions merge or split as one
moves along the a dimension of the 3-D scale-space volume. By tracking regions for
each successive increasing a, a graph can be constructed, indicating how the regions
change (see figure 6). To find a saddle point, the graph is searched for merges and
splits and the level at which the merge occurs indicates the width of the saddle point.
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Figure 6. Graph Representation of Scale-Space

4. LOCATING OBSERVATION POINTS

The scale--gnace repre sent ation, in conjunction with other representations of the terrain,
can be used extract important features. For example, consider observation missions.
Good observation points are typically near or top of hills, and the scale-space
representation can be used to quickly select the hills for possible observation points.
Scale-space alone, however, is not sufficient for solving observation problems. There
two other important terrain features for observation missions: accessibility and
visibility.

4.1. Accessibility

A general measure of accessibility for a given location is not easily quantified.
Accessibility of a point from another specific location may be quantified by the cost of
traversing the shortest route between those two points. Traversal cost, however, is
dependent on mobility, and may vary significantly from one vehicle to another. A
tracked vehicle, for example, may have greater mobilit,, than a car in cross-country
terrain, but a car can travel faster on highways.

Determining the accessibility of a location can be a computationally expensive task.
Consider two methods for determnining accessibility. The set of all routes fL td to a
location determines a common set accessible points. Path planning using dynamic
programming on an NxN grid representation can take a worst case N2 search
(Mitchell, Payton, Keirsey 1987). Although the worst case is the same complexity for
heuristic search methods, these methods have a much better expected case complexity
for detern-iining accessibility. The second method for determnining accessibility is to
just determine connectivity. We first determine which points are traversable, then give
all adjacent trabersable points the same label. Sets of points which all have the same
label (connected components) form distinct regions in which all points are accessible to
one another. Although this method does not produce a route between two locations,
the advantage of this method is that it can be implemented in parallel, and the final
representation can be used in accessibility queries.for other locations.
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Figure 7. Terrain Test Area

We have implemented the connected components representation of accessibility and
applied it to the digital terrain map using a model of mu b;iiy that is based on the
vehicle characteristics of the DARPA Autonomous Land Vehicle (ALV). Figure 7 is
an aerial photograph of the terrain used. Figure 8b shows the traversable areas of the
test terrain. Figure 8a shows the accessible areas that ate connected tc roads.

(a) (b)

Figure 8. Cross-country terrain accessible (a) versus traversable (b) by the ALV

In military missions, areas that are coinnectcd by narrow corridors of traversable terrain
(bottlenecks) have special significance. Figure 9 shows two significant accessibility
bottlenecks in the terrain. An important problem is to find good locations for
observing these bottlenecks.

I
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Figure 9. Significant bottlenecks in the terrain

4.2. Visibility

An observation mission involves finding accessible locations with good visibility to
the area to be observed. Like accessibility, there are two types of visibility measures.
The first measure, general visibility, is a measure of how well the location can be
observed or how much one can observe from that location (both are equivalent
measures). This measure can be quantified by the cumulative area of terrain that is
observable from a given point. The second type, specific visibility of another area,
can be quantified as the percentage of the area observed. It should be noted that
visibility also depends upon the height of the observer (and if observing an object on
the terrain, the height of that object).

Finding a good set of points from which to observe specific areas, such as those
indicated in Figure 9, involves determining accessible points that have high visibility to
those areas. A brute force method for finding all points that could observe an area
would involve determining visibility for each point in the area. The time complexity
would be O(k.r 2), where k is the number of points in the observed area and r is the
number of pixels along the maximum range of visibility in the terrain map. The
computation becomes prohibitive as the range or the number of points in the observed
area becomes large.

As an alternative to computing the visible points explicitly, pre-computed measures can
be used to provide more crude, but more readily available visibility results. As a
heuristic for determining the best locations for observation, a visibility measure can be
computed at each point. More specifically, let P be an observation point on the terrain
grid, then the measure is a count of all visible pixels from P within a range R. This
measure can be modified by adding a weight to each visible point based on the distance
from observation point P. Figure 10 shows the visibility measure for part of the ALV
test site, where lighter areas denote the most visible locations. Note that this measure
does not retain information about intervisibility between specific pairs of points, but
can be used as a general heuristic for finding good observation points.

115



I

Figure 10. Visibility Heuristic Measure

4.3. Observation Mission

Several other features that indicate good visibility can be used to indicate the best
candidte observation points. Along with the visibility heuristic, the slope of a
candidate obscrvation point can indicate the direction in which other points are most
visible, (e.g., north facing terrain slopes can usually observe terrain to the north). For
every point in the map, p, let a, be the projection of the local normal vector at p onto
the horizontal plane. Given a centroid of a location to observe, c, an angle difference
can be computed between the vector pc and the vector a. The magnitude of this
difference is inversely proportional to the desirability for observation. This
computation is easily implemented in parallel. Figure 11 illustrates the computation of
the slope direction heuristic for observing a point near the lower light hand bottleneck,
which we will refere to as bottleneck A. Darker areas denote more desirable slope
direction for observing bottleneck A.

Figure 11. Slope direction heuristic

Using the scale-space representation, areas that are not good as observation points can
quickly be eliminated by retaining only those candidate observation points that lie
within the major concave downward regions (hills). This assumes that the good
observation points are on hills. Figure 12 represents the hill regions for the map,
extracted using a moderately abstract scale-space representation. The black areas
indicate concave downward regions (hills).

i
I
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Figure 12. Moderately abstracted terrain

Candidate observable hills are chosen by performing a ray trace in all directions from
the centroid of the area to be observed until a region in the appropriate scale is
encountered. Combining the visibility heuristic, the slope direction, and the candidate
concave downward regions yields candidate locations for observation. Intersecting the
candidate observation locations with the accessibility map produces all accessible areas
that have high potential for observing the bottleneck. The visibility heuristic and slope
direction give a relative measure for the desirability of candidate locations. Figure 12
shows the candidate observation locations in the test site for observing bottleneck A.

Figure 12. Candidate observation locations for bottleneck A

5. CONCLUSION

We have found that no single resolution of data can serve as a basis for automating
terrain reasoning. Abstraction of information without losing the important features is a
key to any flexible representation. Scale-space abstraction arises from a spectrum of
Gaussian smoothed terrain surfaces. Elevation, slope, and curvature information can
be recorded for each smoothed surface; this information is then used to extract featares
for each level (scale) of abstraction. Reasoning about how features change over levels
of abstraction provides valuable information about terrain formations. Various types
of terrain formations, such as saddle points, have readily identifiable fingerprints. A
graph representation has been developed in conjunction with the scale-space imaige of
the terrain to aid in retrieval of feature information. Furthermore, scale-space
representations have shown promise in quickly producing good qualitative results for
mission planning problems that normally involve computationally expensive
algorithms.
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1. INTRODUCTION

Terrain reasoning takes place amid a rich variety of knowledge sources.
Among these are military doctrine, current situation descriptions, elevation
maps, terrain features, weather and visibility conditions and reports. A typi-
cal terrain analysis will depend on information or models from more than one
of these knowledge sources. Spatial Analysis for its part is ,ot relegated to
just one of these knowledg, sources (e.g., the elevation map or the terrain
feature map) but rather is concerned with the nature of the reasoning process.

Spatial Analysis refers to the reasoning methods which exploit the
geometric properties of the knowledge sources (e.g., size, shape or placement
attributes). Methods Wh1i'h colipute ne rr(ss, widtth and intersection (to
namie a f'w) are spatial. Sone propert ics of the terrain are not spatial; for
example, the deterini :Lttion tiat the soil in a particular location will support a
tank columin after a min storin is NO1 a spatial analysis since there is no
geolnetric comporient to the reasonirig, Iowever, computing that the particu-
lar iruddy region constitutes a choke point, IS a spatial analysis, since choke
points are regions defined not just by intrinsic properties but primarily by
their relationships to other adjacent regions.

Sone spatial analyses are simpler than others because they rely on less of
the potential complexity of spatial description. In general, we can identify a
number of spatial complexity factors which provide semantic content. These
include:

" Dimensionality of the space - e.g., 2-D, 2/2 -D and 3-D.

" Scale - the size of objects considered significant (often identified with
echelon: corps, regiment, company, vehicle).

" Dynamics - static behavior, sequences of events (e.g., route planning).

How much and which aspects of the complexity structure of space are
required for a particular application is an important ingredient to a well
thought out design.
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2. PROBLEMS W1TII SPATIAL ANALYSIS

The ihriplenien tat ion of a spatial :i :1.1alSis app liCation is likely to he
judged according to two performance criterra: correctness and efliciency.

( orrectness is achieved when the formal algorithnis desigined to iiterpret con-
cepts in the Ilainguage of spatial reasonig do in fact contpunt results hich
correspond to the li nguis tic elemnen ts. Thus, for exam ple, contalinment" h:as a
clear definition based on set theory; however, "nea rness" is a n iMformrial con-
cept of distance which is usefilI in mnany contexts, but whose deti nition is rlot
that clear (Are the opposite sides of an abyss "near" one another?). thow can
the correctness of an algorithm for "nearness" be computed? In general, the
correctness of an algorithm is judged formally (l)oes the algorithm exactly
compute the definition?) and/or by experiment (1)o people agree with tire
results of the algorithm for a reasonable set of tests?).

Efficiency is a measure of the utilization of resources available to the
algorithm: time, mass storage, internal memory. Alternative irnplennentatiors
may differ according to the tradeoffs in their resource utilization. In terrain
reasoning applications, the spatial analyses tend to account for a lion's share
of the processing time required. It therefore makes sense to try to optinmize the
component spatial algorithms in advance of the application. Often, an algo-
rithm optimized for one application is less than optimal for a different applica-
tion. Deferring optimization until the application is about to run would be a
good strategy.

3. ADS APPROACH

ADS has studied the problems of correctness and efficiency for spatial
algorithms and has developed an approach based on the following principles:

" Structure terrain knowledge hierarchically.

" Use an object oriented approach to both algorithms and data.

" Provide highly interactive display and edit capability for spatial
objects.

" Define a language of spatial operations and services.

" Hide details of representation and support conversion routines between
them.

" Build statistical models to predict algorithm performance based on
dataset complexity.

" Build a history file to record interactions arid to explain how each
region was determined.
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ABSTRACT

In this paper we present a three stage knowledge representation
hierarchy addressing the question of the best way to represent
complex tactical knowledge about low altitude air combat over hilly
terrain. This research is part of continued development of
Grumman's Rapid Expert Assessment to Counter Threats (REACT)
system. The problem of integrating into REACT the capability to
reason about the tactical use of terrain has produced results on
knowledge base design and large database management, system and
language specifications, and planner architectures pertinent to
realtime coupled systems. It is unrealistic to assume that one can
eventually make all modules of a complex AI system operate in
realtime for a close air support domain. This aspect demands
multi-level reasoning, motivated by the desire to use the best and
deepest knowledge which can be made available in time to act. The
REACT multi-layered representation is designed to support detailed
planning, when time allows, as well as top level approximate

solutions in time critical situations. The highest level of the
hierarchy contains pre-compiled procedural knowledge for the most
approximate, fastest solution. It is a structure including
specially reduced terrain patterns with associated maneuver choices
pre-stored for various relative opponent placements over the map.
The middle layer of the hierarchy consists of terrain descriptions
in terms of tactical terrain primitives providing a symbolic
description for access by inference rules. The lowest layer
contains DMA maps. This is the layer where the traditional
(numerical) models live, although it is also possible within
REACT to manipulate models at the low level using production rules.
We discuss aspects of opportunistically choosing the level of

terrain reasoning utilizing the various terrain representations as
necessary.

1. INTRODUCTION

The Rapid Expert Assessment to Counter Threats (REACT) project
addresses the critical problem of providing pilots with decision
support in the complex situations which arise in high threat
combat scenarios, in particular avoiding and countering threats in
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dynamic battle environments. The problem of encoding pilot
knowledge and reasoning processes has been addressed using
Artificial Intelligence (AI) techniques. But the real-time
requirement for this critical combat domain requires special AI
architectures and a careful mix of AI techniques and conventional
algorithms, pushing research well beyond the current state of
expert systems technology. Primary focus is on providing realtime
response in a realistic domain. Domain realism will eventually
require modeling all aspects of the combat environment including
terrain factors and other environmental factors, multiple

cooperating threats, and domain uncertainties.

Recent research has led the project to focus on three major

objectives. The first is the incorporation of advanced reactive
planning methods into the REACT system. The second objective is

the development of a hierarchy of knowledge representations which
will maximize the amount and depth of knowledge which can be
accessed in time critical situations. A third objective is to
explore means for the REACT system to monitor its own performance
and learn from its mistakes. This paper pre>nt3 the state of
research on the second objective, the knowledge representation

hierarchy. Throughout this paper the use of the word 'hierarchy'
refers to a hierarchy of abstraction in the data/knowledge base.
The in- .ial motivation was to provide a world model for REACT with

the necessary information for reasoning about the tactical use of
the terrain; analogous to the top level information the pilot
would use if looking out at the terrain features in a combat

situation. And when this representation cannot be utilized fast

enough for time critical decisions, we seek to recognize the lack
of time and employ quicker, approximate solutions.

Previous efforts on this problem for the ground battlefield
scenario are reported in [McDermott and Gelsey 1987; Kuan 1984].
Fundamental differences in that domain and the air battle domain
result from the real time aspects - the amount of time available to
make decisions. However our above the ground domain can present an

easier problem in one sense: more detail of the terrain can be
ignored (more smoothing, coarser processing) . This work extends
previous results to include aspects necessary for the air battle
over terrain, specifically concentrating on the reaction phase in
planner execution as well as overall speed of database management.

The paper is structured as follows. Section 2 supplies the
requisite description of the REACT system architecture. This
section clarifies the functions and focus of various riodules of the

system, providing motivation for the knowledge representation
hierarchy design. Section 3 discusses the realtime

transitionability constraints which were primary motivators of the
representation design. Section 4 presents the knowledge

representation approach and defines the design schema. Section 5
explains how the high level terrain representation could be
incorporated in a knowledge acquistion tool. Section 6 outlines

implementation progress. Section 7 contains conclusions and
directions for continued research including research in progress on
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using other methods to generalize the system knowledge, such as
using a neural net to store terrain pattern and response pairs.

2. OVERVIEW OF THE REACT SYSTFM

The top level design of REACT is a set of cooperating "expert
systems" communicating by the use of a blackboard (Figure 1) . Top
level descriptions of the REACT system can be found in [Rosenking

and Roth (1988)] and discussion of the blackboard implementation is

found in [Roth et al. (1987)].

COMBAT SNVIRONMT

THREAT1-- CONTROLLER
SENT MISSION YS M AUTOMATIC MODE

EXER BRIEFED TPILOTOVERRIDESYSTEMS TH EA D T ..................

....... C ADVISE ONLY

RA PILOT CONTROL

L- AIRCRAFT SYSTEMS ..................
~PILOT ONLY

Figre : nitalREATPrchte TreAC

EXPERT SYSTEM INTEGRATOR: BLACKBOARD CONTROL " LO1 EAC--

REACT PILOTRVEHICLE 0NEFC

The extended REACT architecture [Figure 2] consists of a
blackboard with five cooperating systems The GLOBAL PLANNER,

based on the TREK route planner developed by Georgia Tech Research
Institute [Gilmore and Semeco (1986) ] provides global route
planning and replanning. The THREAT ASSESSMENT expert will provide

threat location and situation assessment. The OWNSHIP expert will
provide status determination of the a~ru~ft's systems. The MAP
MODULE, a recent extension to the REACT top level design, is tasked
with maintaining the REACT system's internal representation of the
world, including the database and memory management associated with

terrain maps. The LOCAL PLANNER determines the best local

trajectories for fast threat avoidance. Current design has
decomposed the LOCAL PLANNER into a system of cooperating modules

125



in a nested blackboard architecture.

LOCAL PLANNER BLACKBOARD-2

NO LINE SIGHT LINE SIGHT
AIRCRAFT MISSILE -MISSILE AIRCRAFTIH AL
H IGH AL HIGH ALT LOST LINE OF LOW ALT LOW ALT

TOPCAT SIGHT PLANNER AUTOMAN

Figure 2: Extended REACT Architecture

Major effort has been and will continue to be concentrated on
the LOCAL PLANNER component of REACT. The LOCAL PLANNER is
decomposed into cooperating modules, some of which utili'e
conventional models =mbedded in a structure that allows the models

to be controlled and adjusted by heuristics. The modules tasked
with handling high altitude threats can utilize results from the

Tactics Optimization and Combat Analysis Tool (TOPCAT) [Faico et
al. (1974)]. TOPCAT is a program for determining optimal air
combat maneuvers. It has been developed over fourteen years and has
been used for effectiveness studies for various vehicles. It
generates tables using a stochastic learning algorithm that permits
air combat maneuvering strategies to be optimized by simulation of
the combat using accurate aircraft models. Three submodules of
the LOCAL PLANNER are tasked with determining maneuvers at low
altitude in the presence of terrain. When the threat is within
line of sight (i.e. not masked by terrain) scoring function
techniques modeled after the Automated Maneuvering ( AUTOMAN)
[Austin et al. (1987)] system can be used. The AUTOMAN program is
a tealLime maneuveriny pLogram wnich has been installed and
demonstrated in the NASA Ames Vertical Motion Simulator. We feel
that the use of a scoring function tuned by heuristics is a good
approach for real-time reaction to visible threats at low
altitude. When line-of-sight to the threat is not available then
the LOST LINE OF SIGHT (LLOS) submodule of the LOCAL PLANNER is in
control, tasked to capture the heuristics, guesswork, and tactical
maneuvering that a pilot would exercise in combat.

The LLOS module [Figure 3] contains the experimental planner
resulting from REACT research on adaptive, reactive, realtime
planning problems. It is at this level that the system uses
multiple knnw A. .repre Sntations and several types of planning
processes dictated by the time available to plan. The LLOS planner
uses models, traditional knowledge representations, and precompiled
procedural knowledge. The basic motivation of the architecture is
to produce concurrently operating planners each operating with

different levels of detailed knowledge and at different time
scales. The planners compete for control, with the chosen plan
being the best one which is available on time [Kaelbling (1986)] .
Suboptimal plans are delayed by activation time deadlines. Each
submodule of the LLOS planner can utilize the data/knowledge
representation which is most suitable for its task and speed
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allotment. In particular the QUICK RESPONSE module in the LLOS
planner will access the top level terrain knowledge representation.
The modules are designed so that this "racing" system will result

in functional task subsumption (Brooks (1986)], that is, higher
level behaviors will be executed whenever possible. Details on the
REACT planner architecture are found in [Hayslip and Rosenking
(1988)).

CLOST UNE OF SIGHT (LLOS) PLANNER

GOAL STACK PROCESS STACK

GOL GOAL CONFLICTI

ONITOR PR RESOLUTION ONTINUE PURSUE IDE SEEK AVOI ESCK

Figure 3: LLOS Planner Submodule of the Local Planner

3. REALTIME ARCHITECTURES

High level goals for knowledge representations suitable for a
real time system can be outlined as follows: 1) Use as much
knowledge as possible for a quick decision. Even if a reactive

decision can only be "table look up" this means reducing the
representation so that as much knowledge as possible is encoded in
the data structure and that the structure provides adequate
retrieval time. 2) More time to plan should mean more detailed or

deeper knowledge can be utilized. This indicates a reasonable cost
function or other method to assess time available for planning, and
a hierarchy of abstraction in the rcpresentation. We seek a method
for knowledge organization and distribution which facilitates the
multi-level reasoning capability required by a realtime system.
The hierarchical representation is used in order to not use

details that won't affect the choice of maneuver. At one level
(when there is some time available for "thinking") the world
representation must be sufficiently reduced that a situation could
be presented symbolically to an "automated pilot", and his choice
of maneuver could be reached by reasoning with rules gathered from
experts. At the highest level the maneuvers must be immediately
available. In this case a fast look up is warranted. At this
level the representation will resemble the TOPCAT (Falco et al.
(1974)] results tables, except that the maneuvers are discovered
through knowledge acquisition as opposed to simulation results.

In the LOCAL PLANNER, maneuvering is determined by the AUTOMAN
[Austin et al. (1987)] program when the two aircraft are within
line of sight. The AUTOMAN program uses DMA data directly. The
development of the higher level terrain representations has been
principally motivated by the lost line of sight problem. However,
the representation hierarchy could also be used in the
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opponent-in-view case. Notice that the pilot can lose sight of the
opponent for reasons other than being masked by the terrain, i.e.

clouds, position behind or under the aircraft, etc. The current

concentration is on the problem of determining what to do when the
opponent disappears behind a hill. Another simplifying assumption
motivating the current implementation stage is that of mutually

aggressive opponents. For example, the case of one pursuer and one

evader, etc. is not currently being implemented. This assumption
means that the opponent will be using the terrain to conceal,

confuse, trick, etc. but not to escape. It is however possible

that temporary retreat is a valid attack tactic.

4. APPROACH

First the DMA map containing the global path (mission path

pre-determined by the GLOBAL PLANNER) and surrounding areas is
divided into "rooms". In the case of an attack mission a sequence

of rooms can be indexed by a hash table paramaterized by the
distance to target along the attack path. Otherwise, an array of
maps around a landmark in the battle area can be used. One of the

tasks of the MAP MODULE in REACT would be to retrieve from disk the
current and next "rooms" and their associated data structures.
The MAP MODULE transfers the middle (symbolic) level
representation into frames for access by the symbolic reasoning

system. This module is also tasked with reallocating memory when
the maps are no longer pertinent.

NO ONLINE MAP PROCESSING PREPROCESSED MAPS PROCEDURAL AND
NO BACKTRACKING CHECKERBOARDSWITH DECLARATIVE

ASSOCIATED MANEUVERS MIXED

PRODUCTION RULES

BACKTRACKING MAPS PROCESSED BY
TACTICAL TERRAIN

ONLINE MAP PROCESSING PRIMITIVES

MODELS

DMA ELEVATION
MAPS (GRIDS)

Figure 4: Knowledge Representation Hierarchy

The knowledge representation requires a suitably expressive
world representation ( for states), and a procedural knowledge

representation (for state transitions) . One could view one room
map with two opponents positioned in the world as states, and

tactical choices to move opponents from state to state as state
transitions. We will describe the three ways to represent this
knowledge that are being developed for the REACT system. The

terrain is 9upplied as DMA mans. Clearly this structure is of the
wrong form to use as an internal representation for symbolic
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tactical reasoning, and it is too detailed for fast, approximate
reasoning. However it still must be available for access by
procedural attachments (models) for certain battle situations.
Figure 4 depicts the basic stages of the iepL sent iin hietarchy;
Lle roiiuw±giy sections will descrioe tne structure and access
conditions for each.

4.1 TOP LEVEL

Our "racetrack" architecture demands one module which is always
ready. If more detailed, better plans are not ready in time, the
system must produce its best guess. The top level of the
representation hierarchy is used to produce the fastest, most
approximate solution. It contains the data structure which is
accessed by the QUICK RESPONSE reactive module in REACT. It is
designed to be a database containing precompiled procedural
knowledge (Georgeff and Lansky (1987)] and accessing the knowledge
reduces to a database retrieval. The terrain database domain is an
extremely demanding problem in terms of the tractibility of
efficiently storing types of terrain patterns coupled with
appropriate pre-stored maneuvers. In order to manage the amount of
data needed to represent the terrain for the dogfight world the
data must be reduced, and the database designed such that the
retrieval time is adequate for quick response. Such a data
reduction scheme is described below. The structure is derived from
reduced terrain patterns with associated mane-uver choices
pre-stored for various relative opponent placements over the map.
Local similarities, and ballpark threat placement, as well as
matching and generalization schemes reduce the number of maps which
need to be pre-processed. States in the representation are
defined to be reduced map grids with ownship and opponent
positioned on the map, rather like a checkerboard with two
positioned players. State transitions are to be determined by
database look up, where the maneuver choices in the database are
assigned by pilot knowledge (see Section 4).

During system operation, the current and next (or neighboring)
rooms with their associated data structures will be r-t-ieved by
the MAP MODULE. The rooms are subdivided and stored in quadtrees

[Samet (1981)]. For each level in the quadtree, the map sectors
will have been preprocessed into "checkerboards" with desired
resolutions. The choice of desired resolution or mesh of each
checkerboard is determined apriori by the roughness of terrain.
If the terrain has little variability, then big squares are better.

The digital terrain map is transformed into a reduced pattern,
or "checkerboard" representation. This is accomplished as a four
phase process guided by predetermined mission parameters that are
adaptive for a variety of applications. The first step determines
the internal map quadrant size. As each terrain map is 600 by 512
pixels rather than square, the checkerboard is partitioned into n
by m grid regions where the size indicates the lowest level of
resolution desired for the current mission. Size may be a
functional combination of terrain, threats, aircraft speed and
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maneuverability, or mission goals appropriate to represent the
current state space. For example, Figure 5b is a representation of
the terrain map partitioned into 80 regions while Figure 5c
exhibits a higher resolution partitioning into 320 regions.

Once the partitioning has been determined, the second step is to
extract terrain features for each region to determine the
associated region labels. These features include altitude variance,
altitudinal differencing, mean all-itude, gradient direction, and
briefed ground threat exposure probability. The third step
involves classifying individual regions on the basis of their
feature space definition. Five primary terrain classifications
exist (mountain, plateau, hills, flat area, and corridor) and are
designated as follows.

The smoothness of the terrain within a region is analyzed by
examining the variance across the region and the region's mean
altitude and altitudinal difference. Predetermined system
thresholds of high, medium, and low are used for comparative
analysis of each feature. A high variance indicates possible
mountainous or hilly regions. A medium mean with large altitudinal
difference results in the label of mountain. A low mean with a low
altitudinal difference produces a label of hilly. Low variance
indicates the possibility of plateau or flat areas. High mean and
altitudinal difference values translate into a plateau designation,
while low mean and altitudinal differences identify flat areas such
as fields. Corridors are a special case of mountain region wherein
two distinct altitude differen, s are detected indicating a terrain
corridor such as a valley region. Four secondary corridor
designations (horizontal, vertical, rising left, falling left)
exist based upon the gradient direction feature.

Figure.... a Terrain Map...ou
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Figure 5b: A reduced terrain map, n=8,m=10.
Legal maneuver choices represented by arrows.
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Figure 5c: A reduced terrain map, n=16, m=20.

The final step involves a classification override due to then

high probability of threat. If the briefed threat exposure

probability of a given region exceeds threshold, it s individual
coordinates are examined to determine the cumulative probability

detection for the region. If sufficiently high, the entire region

is designated as threat and labeled appropriately. Figures 5b and
5c indicate the classification of each region in the checkerboard
by a shaded intensity legend. Figure 5a shows the map which was

processed to produce Figures 5b and 5c. The internal

representation of the the checkerboards corresponds to an n x m
array where numbers are assigned to the 9 region classifications.
States in the representation consist of these arrays together with

Positions of the opponents on the map. The state transitions will

be represented by pairing to each state a maneuver choice 1 through
8 which represent maneuvers to one of the neighboring squares in
the checkerboard (see Figure 5b) .

Several mission specific observations reduce the task of
preprocessing the maps. First, we are concentrati -ng on the
mutually aggressive, lost line of sight fight. So the opponents
will be separated by a hill (reducing the number of patterns to
process) and be pursuing one another limiting tne number of
maneuver choices. The expert knowledge is encoded as a maneuver

choice, reco-d fo-r each state, yielding a desired heading (to one

of eight neighboring squares), desired altitude, and desired
velocity. The default setting for desired altitude is terrain
following. This is currently being u-ed to simplify the problem..

With this specification, the task of accessing the expert
knowledge in a timely fashion, reduces to retrieving the pertinent
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maneuver choick from the data structure. Whether this is workable
depends n the speed of this retrieval and the accuracy of the

expert knowledge. Once the maneuvers are found, other knowledge
may be brought in to second guess zo refine the maneuvers if tire
is available. This is accomplished by the other submodules of the
LLOS planner and can use other parts of the representation
hierarchy. Also metalevei constraints which use the detailed DMA
maps may be required to adjust the chosen maneuvers ror ground
avoidance. For each checkerboard grid (numerical array) there is a

set of copies of that grid with various positions of red and blue
(red is the opponent and blue is ownship), where red can be

positioned by a blob (set of adjacent squares), and blue by one
square. The blobs are determined, if the maneuver choice will not
change for red inside the blob. If red can be in any one of
several blobs some conflict resolution strategy must be employed,

for instance: choose a rw-neuver for one of the possible (most
likely ) red positions. Identifying maneuvers for given map

patterns and placement of opponents in the grid is done by "expert
knowledge" (see Section 5). Filling in for incomplete knowledge,

not making the pilot consider every map is accomplished by assuming
like checkerboard patterns yield like responses. Research on

efficient storing and retrieving of patterns is described in

Section 7.

If maps must be processed at every level, and at every

resolution, these techniques are too cumbersome. However, for each
mission type and general terrain description, there is a minimum
sector size and resolution which is the pertinent one to
preprocess. First of all, if the opponents are far apart, then
there is time to use some symbolic (middle level) reasoning for

maneuver choices. The QUICK RESPONSE module for which this

representation is designed is for opponents at fairly close range,
probably separated by one nill formation. Therefore maps which will
be pre-processed for the top level representation will be of much

smaller area than the example depicted in Figure 5a. As usual one
will choose the lowest level in the quadtree such that both

opponents are contained in the arid.

4.2 MIDDLE LEVEL

The middle layer of the hierarchy will consist of terrain
descriptions in terms of tactical terrain primitives providing a
symnolic description of the lay of the land. Work on this level
of -he representation is at an early stage. The following reports

some preliminary ideas. At this level reasoning about the terrain
can be accomplished by inference rules. McDermott and Gelsey

(1987) list four military aspects of terrain l)observation and
fire, 2) concealment and cover, 3) obstacles and 4) avenues.
Methods for this level resemble previous work [McDermott and

Gelsey 1987; Kuan 1984] except that the maps are partially
preprocessed, and the primitives are different for the air battle.
We propose that an initial list of tactical aspects of terrain for

the air battle might include: 1) avenues or corridors, 2)

obstacles (eithe. obstruicting the desired flight path or
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obstructing the desired sensor line-of-sight), 3) hiding places
including momentary hiding for purposes of conf sing opponents or
weapon systems, 4)areas for reducing the capacity of sensor3 (high
clutter regions, optical camouflage), 5) traps (dead-ends for
potentially trapping or otherwise forcing the maneuvers of the
opponent), 6) potential emergency landing sites. The terrain maps
cannot be completely preprocessed for reasoning at this level since

tactical aspects are too context dependent. However, some
pre-processing in terms of the tactical terrain primitives listed
above can attach labels to regions. Multiple labels may be

attached with the pertinent one being chosen using contextua: I
information at execution time.

Actual tactical use of terrain is mission dependent. Fast,
non-maneuvering vehicles (bombers) may not consider terrain for
anything other than avoidance and following. Slower, maneuverable
vehicles (helicopters, CAS aircraft) may take maximum advantage of
terrain. In some instances, either opponent may choose to simply
increase altitude to avoid fighting in the terrain. In viewing

terrain as obstacles obscuring view of the opponent, high level
symbolic reasoning about terrain may generalize to other factors
which obscure view, i.e. clouds, smoke, position of the aircraft
under or behind ownship, lost view by virtue of pilot overload,
etc. It is common to treat certain non-moving threats such as
stationary SAM sites, ground early warning radars, etc., as
obstacles which can be treated similarly to terrain by some
algorithms.

4.3 LOW LEVEL

The lowest layer consists of the unreduced world representation,
DMA map sections, aircraft positions, velocities, etc., with
procedural knowledge contained in traditional (numerical) models.
It is possible within REACT to use inference rules at this level to
manipulate models using heuristics (Hayslip and Kirsch (1988)). It
is also possible that at a later stage some on-line processing of
maps directly from the DMA data may be necessary (see Section 7).

5. KNOWLEDGE ACQUISTION PHASE AND PATTERN GENERALIZATION

The terrain maps must be reduced (to checkerboards) and a
direct interactive method aeveloped whereby expert tactical
decisions can be acquired for given states . These can then be
used directly for short term implementation and recorded so that
patterns between states and responses might be recognized and
aggregated at a later stage of the project. Knowledge
acquisition for the high level of the representation hierarchy
amounts to showing a pilot a (3-d rendering of) terrain in the
immediate area, from the viewpoint of his aircraft, telling him the
general expected vicinity of the opponent (if known) and asking for
his maneuver choice. This response would then be immediately
entered as a maneuver choice, coupled with the corresponding
reduced terrain pattern (array of numbers) in the internal memory.
In other words, the pilot sees the "teal" terrain but his response
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is immediately stored in the high level knowledge structure.

Any knowledge base is an incomplete and approximate model. Tt

is impossible for a pilot to pre-process all map segments.
Therefore, storing terrain patterns and maneuver responses for
large, complex map areas is not feasible, so this method is only
used for the reactive fast response module of REACT. Even for the
relatively short range cases, there are may possibl- terrain
patterns. If the terrain is rough, it may produce too many fine
patterns for this processing. In that case the terrain is
smoothed, and the fine details are ignored. This corresponds to
the system ignoring those details for lack of processing time. A
number of features in the patterns have emerged, repeating pattern
types for the close in cases. Given these reductions in the number
of patterns, pilot responses can be monitored, and then maps can
be preprocessed based on generalizations over pilot responses to
similar situations (see Section 7).

During knowledge acquisition for the high level knowledge
representation using the interactive tool and the dual map
representations , some symbolic information which can be encoded Tn
rules for the middle level representation may be acquired.
Answering the "why" after prototypical responses may yield
knowledge which can be encoded in rules. Other top level
information which should emerge includes 1) reasonable minimum cell
size (level in quadtrees) for preprocessing, 2) minimum necessary
resolution for the checkerboards to provide adequate information,

3) bounds on the quantization error associated with choosing only
maneuvers as checkerboard moves, 4) better operational definitions
of tactical primitives for the middle level representation, 5)
pattern types for the high level representation which can be stored
for generalization. Also metalevel rules can be extracted, i.e.
when to ignore the terrain altogether, when to slow down in order
to provide more time to "think", etc.

6. IMPLEMENTATION STATUS

The REACT prototype system is being developed on the Symbolics

3675 computer using the Georgia Tech Generic Expert System Tool
(GEST) with numerical procedures (including AUTOMAN and procedures
from TOPCAT) being implemented in FORTRAN and C on a Data General
MV/10000. Due to the complexity and scope of the REACT system,
implementation efforts have been concentrated on incremental
developments designed for maximum flexibility and extendability of
the system as a research vehicle. This includes provision for
simulation where the architecture design calls for concurrent
processes. The groundwork and initial stages for coupling the
experimental planner were implemented this year including the
integration of AUTOMAN and terrain maps. Integrating REACT, the

scoring function and game theoretic approach of AUTOMAN and
heuristics in a functionally coupled system also allows AUTOMAN
guidance law routines tc be used in the plan executor for the LLOS
planner, and it will allow multiple aircraft scenarios to be
developed. A third advantage afforded by the integration of
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AUTOMAN into REACT is the potential for "flying" the LLOS
experimental planner against an AUTOMAN opponent with perfect
information, resulting in a test arena for the planner. Initial
implementation work on processing the terrain maps for the high
level representation was completed by Georgia Tech Research

Institute.

7. CONCLUSIONS AND EXTENSIONS

Eventually the pairings of maneuver choices to battle states in
the top level representation might exhibit patterns which can be
learned by the system. In that case maneuvers could be chosen or
adjusted on the fly rather than being prestored in the
representation. This greatly reduces the amount of map analysis
which must be done before the f'-ight. The discrete representation

in terms of grid arrays with %umbered maneuver responses, means
that the pairings of pattern6 to responses look like the pairings
of input to output vectors that are being considered for neural
network applications. There is inefficiency (lack of conceptual

economy) arising from representing the same knowledge repetitively
in the structure (map sectors which look alike). If a network
could be utilized to match patterns to responses, then the
duplication in the database is reduced. Eventually a concurrent
system might look ahead, retrieving maneuver choices for adjacent
squares, and further if time allows.

Any abstraction of the world into an internal representation is
an approximation and therefore it will be necessary to analyze
potential errors resulting from this reduction. We mention some
potential errors and inefficiencies which could arise from the
reduction of the world into our representation. In particular the
"quantization" errors arising from choices in the resolution of DMA
map processing , and the limiting of maneuver choices to be only
toward adjacent squares in a grid must be analyzed. Some problems
may arise when one tries to tune the representation for other
non-terrain factors such as introducing obstacles/hills for
pop-up SAM sites, or changing the maneuver quantization thresholds
to account for aircraft turn radius restrictions. Also, maintaining
consistency in the database will become a problem in some cases
For example if meta-knowledge is used to temporarily adjust numbers
in the grids, then the database must be restored to the original
terrain form in case the aircraft returns to that sector. Examples
of metalevel reasoning include the following. If no SAM sites are
around, then there is more freedom to disregard terrain, perhaps
to fly higher concentrating on using terrain only for masking from
the opponent. We have so far avoided the navigation and mapping
problem. That is, we assume the aircraft knows where it is over

the map. However, in the design of the top level representation,
the aircraft only needs to know what square in the checkerboard it
is in. So in this sense, the utility of the high level
representation is not as sensitive to navigational error. Continued
research on these and related issues, with efforts to map the
architectures onto the appropriate parallel hardware is necessary
for incrementally pushing coupled AI systems toward realtime
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military application capability. In particular, AI researchers

must consider features of realtime conventional software

development and realtime database management.
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FUTURE MINEFIELD
TERRAIN ANALYSIS REQUIREMENTS

Robert A. Sickler
U.S. Army Engineer School

Directorate of Combat Developments
Ft. Leonard Wood, Mo. 65473-5000

ABSTRACT

Since early in its employment the land mine's principle role
has been that of an obstacle. Unfortunately this classical
application does not adequately meet the anticipated mine warfare
needs of Airland Battle Future. Minefields of the future must not
only be directional obstacles but they must also be "stand-alone'
lethal weapon systems, capable of both offense and defense
action. The concepts and capabilities inherent with compliance of
these needs leap far ahead of conventional systems. Minefields of
the future (Intelligent Minefields) will require highly lethal
munitions, sophisticated sensors, and expert system control. The
operational complexity of technology associated with these
systems will generate the need for extensive engineering in both
minefield site selection and in designing the minefield to fit
the terrain. As a result engineers responsible for building
future minefield will be overcome by the sheer number of
parameters that must be analyzed. It is therefor evident that if
we are to capitalize on the potential of the Intelligent
Minefield we must automate the analysis of tactical terrain data
for minefield design.

1. INTELLIGENT MINE FIELDS

It is more accurate to say 'Intelligent Minefields in
conception' rather than Intelligent Minefields because the
inventory of existing mines and their utilization is little
changed from that of World War II or the Korean War. Modern mine
systems are needed however, and Intelligent Minefields (IMF)
could serve as a key element of the countermobility portion of
the Engineering and Mine Warfare Mission for Air Land Battle
Future.

The objective of IMF in the future would be to provide a
means of both countering threat mobility and at the same time
degrading threat forces. To achieve this goal Intelligent
Minefields (IMF) will need to possess a stand-alone
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capability, that is to say that they must function without manned
observation/control and without covering fire. This capability
will enable the IMF to serve as force multipliers in gaps or
lightly manned sectors, on a battlefield where friendly forces
are at a minimum. The role of the IMF then is to increase threat
force attrition through increased obstacle lethality, to degrade
threat mobility through control of individual mines, and to
counter threat breaching efforts through the use of selective
targeting mines. The only way to achieve this level of operation
is to have designed the minefield as an integral part of existing

2. TERRAIN INFLUENCE ON OPERATION

As initial NATO fronts begin to roll back under the weight
of opposing forces and as Soviet Operational Maneuver Groups
(OMG) move deep into NATO territory the battlefield will take on
a fluid nature. At this time maneuver commanders will be
required to optimize force deployment, to meet key threat
advances, and still remain in tactical deplojment. As a result,
the commander will be faced with an ever changing array of weak
areas and gaps in his defence structure.

To keep his forces at a functional density and still cover a
reasonable front the friendly battlefield commander could deploy
Intelligent Minefields along key terrain features. This would
allow manpower and firepower to be concentrated at other portions
of the contested area while the minefield is left, at least
temporarily, to hold the gap or weak area. In this mode the IMF
will deviate from the conventional minefield by functioning as an
unmanned flexible barrier which possess both Terrain Obstacles
and Lethal Weapon Systems.

The typical IMF would be configured with two parallel mine
belts that are separated by a Wide Area Mine Killing Zone, Figure
1. Tre belts will be composed of conventional mines and improved
conventional mines that have been located along terrain features
that will accentuate both their concealment and their role as an
obstacle. The outer belt, first to be encountered by the threat,
will consist primarily of mines that have been buried, to help
them escape detection during threat reconnaissance. The inner
belt could be designed to represent a 'hasty' conventional
minefield or it could be an mine belt similar to the outer belt.
The area between the mine belts will be covered by smart mines
that cover a wide area of the minefield. These mines will utilize
terrain features to maximize there effectiveness in targeting
vehicles and to reduce the possibility of detection. Of paramount
importance is the realization that the IMF is not composed of
rigid geometrically configured blocks of mines but that it will
be a complex series of mine obstacles woven into the terrain
fabric.
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key terrain between two villages.

The entire IMF will remain in a latent mode, functioning as
an integral part of the terrain, during early probing by threat
recon patrols. In this manner the area being probed by threat
recon will appear to be a weak area or a gap in friendly lines.
The threat commander, being locked into a rather rigid set of
lower unit level tactics, will be forced into trying to take
advantage of what he perceive to be a gap in enemy lines. Through
these tactics those portions of the defense manned by the human
element will be relieved of pressure as the IMF is engaged by the
brunt of threat forces.

140



As threat fnrward security elements or perhaps advance guard
lead elements pass the outer mine belt, the IMF main computer
goes to alert status. Threat forces will proceed through the
central killing zone unimpaired and just as lead elements enter
the inner mine belt, the IMF main computer activates mines in
this belt. This inner belt will stop forward movement, of the
lead element causing following forces to either pile up in t'
Smart Mine Killing Zone or come to a complete stop. As the
density of threat vehicles reaches a threshold level or threat
vehicles reverse their direction of travel the outer minefield is
turned on. This tnen traps threat venicies oetween the two
minefield belts where Wide Area Mines will begin a systematic
engagement of threat systems.

3. TERRAIN ANALYSIS FOR SENSOR LOCATING

There are three basic sensor types that will be employed in
the design of the Intelligent Minefield. The location of these
sensors will either be outside the minefield in an "over-watch"
role or within the minefield to enhance sensor resolution. The
pr nciple "over-watch' sensor will monitor energy in the visual
region and therefor must be located where there is a substantial
view of the battlefield. Visual sensors offer both the range and
passive capability to allow them to watch for early signs of
threat activity without being detected themselves. Those sensors
located within the IMF will be either acoustic or seismic energy
sensors. Because the medium of energy transmission is not as
2en3itize to blockage as visual these sensor can be more readily
concealed within the minefield.

Terrain analysis for visual sensor locations will be
predicated on the concept of minimizing areas of innervisibility.
That is to say that the inferencing mechanism must strive to find
a location where the sensor can see and yet not be seen. The key
two features that must be evaluated therefore, are land forms and
vegetation. A chosen location must offer; the proper relief for

observation, enough vegetation for concealment, yet not so much
vegetation that it obscures the view.

The placement of acoustic sensors will be a function of
vegetation and relief but in a different manner than the visual
sensors. A key parameter in determining the location of acoustic
sensors will be to insure that the energy signal has not become
distorted nor has not lost its directional attributes. This will
be a problem in areas where the relief is so great that acoustic
energy waves become reflected and refracted, to the point where
they no longer posses their original characteristics. Although
vegetation may contribute to the loss of wave characteristics
it's main degradation of the signal will be through attenuation
of signal strength.
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Determining proper locations for seismic sensor requires a
more detailed analysis of terrain features than for any of the
other sensors. Terrain attributes will not only affect the
receiving of seismic energy but they will also have a tremendous
impact on the generation and transmizsion of seismic energy. in
an area where the soil is hard and rocky, vehicles will generate
more seismic energy and this energy will be readily transmitted
to the substructure. Conversely, areas where the soil is soft and
U-nay will ServtL .u Pedu'imu c ±Sin±g eficaV x an - -

dampen seismic energy transmission to the substructure. Landforn
and substructure will also influence the rate of seismic energy
attanuaticn between the energy source and the sensor. At the
sensor itnalf the soil will play a large role in how well and how
much seismic energy is conveyed from the substructure to the
sensor. The proper locatioring of seismic sensor must take all of
these terrain features into account as wpl-as those parameters
associated with providing cover and concealment for the sensor
itself.

4. THE NEED FOR RESEARCH

For the IMF to tinLu at its fullest, it must rely on

technology that is just now emerging from the f.eld- of computer
science, vision, communications, sensing, and robotics.
Deployment and component complexity of this technology will vary
with the amount of 'stand-alone' capability, range of coverage,
and the degree of lethality required of the minefield. Although
there is a great diversity in IMF, all will contain three basic
systems; mines, sensors and expert systems. The more complex
and larger IMF will also contain ROBOTIC vehicles used in
preparatory mine emplacement and situational mine emplacement.

At present there are a number of institutions conducting
research relative to the technologies that will be an integral
part of the IMF, however there is very little research being
conducted in the areas of mineiield design. There exists a strong
need for research aimed at determining a relationship between IMF
components and the terrain they will be defending. This work is
needed to insure that terrain attributes accents the operation of
the IMF rather than to degrade its operation.
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FOR CORPS-LEVEL APPLICATION 1
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S. Kirby and G. McWilliams
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ABSTRACT

The MERCURY mesoscale meterological data fusion system will be an intelli-
gent, autonomous interface between the Integrated Meteorological System (IMETS)
meteorological database, the Digital Terrain Support System (DTSS) terrain data-
base, and Tactical Decision Aids (TDAs) that require meteor('gic-l data that hsq
been fused with terrain and land use data. This paper describes the MERCURY
z ,sk environment, and the architecture being developed to meet the demands that it
imposes.

1. OVERVIEW OF THE MERCURY PROJECT

1.1 THE ROLE OF MERCURY IN IMETS

The MERCURY system is being developed as a component of the U.S. Army
Integrated Meteorological System (IMETS), a software system for Corps level
acquisition, management, integration, and distribution of meteorological data, now-
casts, and forecasts. MERCURY will be responsible for data integration within
IMETS. IMETS will provide meteorological information to the All Source
Analysis System (ASAS), the Army's Corps and division level intelligence analysis
system; MERCURY will, therefore, perform meteorological data integration within
the ASAS context. MERCURY has been under development since August, 1987.
The requirements to be met by MERCURY and the technologies available for
MERCURY implementation are reviewed in Coombs et al. (1988).

1 This work was supported by U. S. Army Atmospheric Sciences Laboratory Contract
DAAD07-86-C-0034 to New Mexico State University. The views, opinions, and findings con-
tained in this report are those of the authors, and should not be construed as an official Depart-
ment of the Army position, policy, or decision unless so dsignited by other documentation.
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The role of MERCURY within IMETS is illustrated in Fig. 1. MERCURY

will serve as an autonomous, intelligent interface between the IMETS meteorologi-
cal database and tactical decision aids (TDAs) that require meteorological data as
input. The task of MERCURY is to provide each TDA with appropriate meteoro-
logical data for the locations and times for which the TDA is run. MERCURY is
intended for use in a mesoscale domain corresponding roughly to the area of opera-
tion of a Corps, i.e. a domain of 300 km x 300 km or less. MERCURY will pri-
manly operate as a nowcasting tool, i.e. in a temnporal range from cuirent to approx-
imately six hours in the future. The TDAs served by MERCURY will include, for
example, programs for visibility and transmissivity assessment, smoke screen pro-
duction, nuclear-biological-chemical (NBC) airborne particulate and aerosol disper-
sion, surface trafficability, and low-level wind prediction for flight operations. Most
current TDA programs require numerical values of meteorological variables such as
temperature or wind velocity as input; however, future TDAs may also require qual-
itative descriptions of weather features or patterns, such as the presence of a front
boundary, as input.

MERCURY will have access to current and recent data ottained by meteoro-
logical data sources, including mesonet ground stations and rawinsonde stations,
within the 300 km x 300 km area of interest. Data from additional passive instru-
ments, such as thermal and wind profilers, instruments flown on remotely pilo:d
vehicles (RPVs), and satellite instruments, ,nay be available in the future. These
data will be stored, after quality assessment and error rejection or cor-ction, in the
IMETS database. The IMETS database will also contain derived numerical pro-
ducts provided by the Air Weather Service, including synoptic objective analysis or
other diagnostic model output, and prognostic model output, for an area containing
the area of interest. Climatological data for the area of interest will generally also
he availahle. Both the derived products and the climatological data will typically be

of relatively low resolution in space, time, or both; the live data will have variable
sampling density in both space and time.

Meteorological data for the exact location and time required for most TDA
applications typically will not exist in the IMETS database. The locations for which
data are required may, for example, be in enemy hands, and may be separated from
the !-cations for which data are available by significart terrain features or by a con-
siderable distance. In such cases, MERCURY will be required to generate the
appropriate data fiorn the data that are available. This may require extrapolation in
space, time, or both from the data that are available in the IMETS database, combi-
nation ("fusion") of data from different sources and of different resolutions, and
integration of available meteorological data with terrain and land use data. These
operations must be performed transparently to the TDA, i.e. the generation of extra-
polated data must be indistinguishable, from the perspectivc of the TDA, from the
direct retrieval of data from the database. MERCURY must, therefore, operate in
near real time. MERCURY will, moreover, typically communicate directly only
with the relevant TDAs and with the IMETS database; no user interaction with
MERCURY is anticipated during normal operation in the field.
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Figure 1. Block diagram showing information flow in the IMETS system. MER-
CURY will serve as an intelligent interface between the IMETS data-
base and the TDAs that require data from IMETS. MERCURY will ac-
cess terrain and land use data directly from the Digital Terrain Support
System (DTSS) geotopographic database. From the perspective of
MERCURY, DTSS may be considered a database, while ASAS may be
considered a TDA.

1.2 THE NEED FOR A NOVEL Al APPROACH

The interpolation or extrapolation of meteorological data to produce gridded
fields is currently carried out using objective analysis. Available objective analysis
schemes range from simple weighted-averaging procedures to considerably more
complex procedures that utilize terrain following coordinates and enforce constraints
based on the physical dynamics of the atmosphere. All objective analysis schemes
suffer, however, from two drawbacks: they require synoptic data sets, i.e. data sets
obtained at a single time, and they are unreliable for extrapolation beyond the spa-
tial limits of the data. Given that significant extrapolation will often be required of
MERCURY, and that MERCURY will often have to use data obtained at different
times, objective analysis alone is insufficient in the MERCURY task environment.

The fusion of data from different sources, e.g. from ground stations and satellite
images, and the fusion of data with synoptic objective analyses or numerical
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predictions, is currently carried out interactively by expert meteorologists using fax
charts or workstations such as the Satellite Data Handling System (SDIHS) or the
Portable ASAS Work Station (PAWS). This process is time consuming, and
requires considerable expertise. It is impractical, if not impossible, under the time
stress of a battlefield environment in which many TDAs need different types of da-:
for different locations almost simultaneosly. Inte-ictive data fusion, moreover,
requires highly skilled personnel.

The above difficulties with current objective analysis and interactive data fusion
techniques provide the motivation for the MERCURY project. To succeed in the
MERCURY task environment, a software system must combine the meteorologist's
ability to fuse data from different sources and to extrapolate the results to otk'r
locations with the speed and autonomy of objective analysis and numerical predic-
tion. An artificial intelligence (Al) approach has been taken to meet this goal.

Expert system technology has thus far been the most widely applied Al technol-
ogy. A number of existing meteorological expert systems have been reviewed by
Dyer (1987). Most existing meteorological expert systems have been developed to
generate qualitative predictions of particular weather patterns for particular locations
or types of locations, e.g. upslope snow storms in the lee of mountain ranges.
These systems rely heavily on location-specific heuristics. The use of such heuris-
tics is impractical for a system such as MERCURY, which must be useable in any
geographic location. The use of a simulated neural network, such as that of Young
(1987), is similarly impractical, because such networks must be trained using exten-
sive historical data for the locations at which they will be used.

In the Final Report for the recommendations stage of the MERCURY project,
Coombs et al. (1988) concluded that no existing Al technologies for automated
problem solving, including second generation expert systems technology, were
sufficiently flexible for direct use in MERCURY. The development of a new
automated problem solving technology - model generative reasoning (MGR) -

specifically designed for qualitative data fusion tasks was recommended. The
development of this technology has proceeded in parallel with the implementation
of the first MERCURY prototype (Coombs and Hartley, 1987, 1988; Fields et al.,
1988).

2. THE MERCURY-1 PROTOTYPE

2.1 OVERVIEW

An initial MERCURY prototype, MERCURY-i, was developed in order to gain
familiarity with the data that would be employed by MERCURY and the functional-
ity requirements of the MERCURY task environment. The MERCURY-1 effort
focussed on developing prototypes of the geotopographic representation and the
developer interface, as the structure and functionality of these components needed to
be established before further development could proceed. MERCURY-1 employs a
straightforward point representation for mesonet and rawinsonde data; it does n,
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represent gridded data. The data analysis component of MERCURY- I employ-'
h'uristics encoded as simple numerical functions to extrapolate meteorological data
to locations for wl:ic'h data are not available. Design of the MERCURY-I prototype
began in August, 1987, and implementation of MFRCURY-i on the Symbolics
3650 under Genera 7.1 began in September, 1987. Development work on
MERCURY-I e .ded in June, 1988.

An approximately 300 km x 300 km region surrounding the Los Angeles, Cali-
fornia basin was selected as an initial test location for MERCURY prototypes. This
region includes oceanic coastline, the Los Angeles urban area, the San Gabriel
mountains, and the Mojave desert. The region exhibits a number of meteoroiogical
phenomena of interest, including sea and mountain breezes, and frequent passage of
both inland and off-shore !,igh and low pressure systems. A dense set of both sur-
face ai:d upper air data has been obtained for this region by ASL, and is avad~hhe
for testing MERCURY prototypes.

2.2 ARCHITECTURE

The MERCURY-I architecture is shown in Fig. 2. The architecture reflects an
carly design decision to separate the data analysis functions of MERCURY into two
components: a component utilizing conventional numerical or Al techniques, and a
component utilizing the MGR system being developed in parallel with MERCURY.
In MERCURY-i, the former compor: at implements a set of heuristics for evaluat-
ing the likelihood that data obtained from a particular source are representative of
an unknown location; hence it is termed the data evaluaion module (DEM). In the
MERCURY-I design, it was assumed that the DEM would be supplemented, at
sorne point in the future, by an MGR-based scenario generation module (SGM) that
would generate qualitative descriptions of meteorological scenarios from the avail-
able data. Because the MGR software was still under development, the SGM was
not implemented as part of MERCURY-I.

The MERCURY-1 geotopographic representation is based on the commercial
GeoFlavors software, which was purchased from Ball Systems Engineering Division
(formerly Verac, Inc.), San Diego, CA. The developer interface of MERCURY-I
include, functions for specifying geographical regions of interest and editing maps
of thcse regions. Mai)s may include land use regions, terrain contours, and loca-
tions of mesonet and rawinsonde stations and test locations. The MERCUjRY-I
developer interface, with a map o," the Los Angeles basin test area, is sh,-wn in Fig.
3.

A live source of metorological data was not available during the period in
which MERCURY-1 was under development. Data input to tLFR(URY-1 is,
therefore, performed bv the develop,r via a set of devel- per interface furctions.
The developcr also sinmilats the client TDA by requesting data for a particular
location and tine.
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Figure 2. Architecture of the MERCURY- I prototype. The components indicated
as dashed boxes were not implemented in MERCURY-i; their roles in
the architecture are included for clarity.

2.3 DAT1A EVALUATION MODULE

The MERCURY-i data evaluation module implements a set of heuristics for
choosing, from among those available in the region of interest, a single mesonet sta-
tion and a single rawinsonde station as most likely to provide data representative of
the current weather conditions at the location of interest. Qualitatively, these
heuristics are as follows: 1) nearby stations are more likely to provide representative
data than far away stations; 2) stations reporting recent measurements aire more
likely to be representative than stations reporting old measurements, 3) stations
located it, similar la.id use regions are more likely to provide representative dala
than stations located in dissimilar land use regions;, 4) stations separated fromn the
location )f interest by significant terrain features are less likely to provide represen-
tative data than stations that are not ,eparated from the lo)cation of interest by

igniicant terrain features. All of' these heuristics, IrC W ~d in ev,,Itatine TflCsonl

stations for rcpre-sentativeness, only heuristics 1 ) and 2) are used fo evluatine12
raw.kin,,onde stations.
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EigUrc 3. Los Angeles basin region, sihowing shading patterns for land use re-
gions. The interaction window shows the application selection menu.

elevation. The quality, Q(rn), of the ph mesonet station with respect to a particu-
lar location of interest 1 is given by:

Q(rnl) 1 (I) = -i 1-3 (x exp (Xij(l)IXOi) + OC4 /fl-~j [A (XA),

aind the quality, Q (r )k, of the k 1h rawvinsonde station with respect to 1 is given by:

Q(r)k i = 1i z-2 Pi~ exp (Xik (I)/X 'O)i

In these expressions,

x iij(1I) = distance from ph station to 1.

X21 (1) =difference in time between the last report from thle 1 hstation and thec
precsent.



X3j(1) = difference in roughness between the location of the jth station and 1.

X4 = elevation above mean sea level. In MERCURY-i, the path integral i,:
approximated as the sum of the contour boundaries crossed by a straight line
from 1 to the location of the jih station.

()C, (X2, (X3 , aX4, D1, and 32 are positive constant coefficients, and x 0 1 , X 0 2 , X0 3 ,

x '01, and x "02 are positive constant l/e lengths.

These expressions contain a total of six coefficients and five l/e lengths, for a total
of eleven free parameters.

2.4 EVALUATION OF MERCURY-I.

The goal of the development of MERCURY-1 was to investigate the require-
ments posed by the MERCURY task environment, and to serve as a testbed in
which to evaluate architectural approaches to meeting the requirements posed by the
task environment. The development of MERCURY-1 has provided answers to a
number of these questions. The principal conclusions reached on the basis of
MERCURY-I were that a topographic data representation based on point elevation
and land use data, a live source of meteorological data, and a significantly expanded
data evaluation system were needed (Fields, 1988). These conclusions served as the
basis for the MERCURY-2 design.

3. THE MERCURY-2 SYSTEM

3.1 OVERVIEW

The goal of the development of the MERCURY-2 piototype is to provide a
testbed for evaluating approximate meteorological diagnostic techniques and objec-
tive analysis strategies in a data fusion environment, and for developing
specifications for the MGR based qualitative modelling system. The design of
MERCURY-2 is similar to that of MERCURY-l, but incorporates the alterations
recommended in the MERCURY-1 evaluation. Foremost among these are facilities
for ingesting live meteorological data, and a geotopographic representation based on
high-resolution Defense Mapping Agency (DMA) gridded elevation and land use
data. This geotopographic representation will interface directly with a meteorologi-
cal data representation based on the UniData System for Scientific Data Manage-
ment (USSDM) package deveioped by the University Corporation for Atmospheric
Research (UCAR) UniData Program (Campbell and Rew, 1988).

The MERCURY-2 design includes a heterogeneous data analysis system that
replaces both the Data Evaluation Module and the unimplemented Scenario Genera-
tion Module of MERCURY-1. This system incorporates mesoscale objective
analysis, approximate diagnostic models that describe particular weather patterns
such as sea breezes, heuristic rules, and (ulw.itative models constructed using MGR.
The system is designed to use the faster, more reliable objective analysis or
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diagnostic models when input data to drive them are available, and to fall back on a
combination of heuristics, qualitative modeling and climatology when data are una-
vailable. Heuristic metarules are used to direct the flow of control to either quanti-
tative or qualitative models, depending on the data that are available and their
characteristics.

3.2 ARCHITECTURE

A data flow diagram of the MERCURY-2 architecture is shown in Fig. 4.
MERCURY-2 is organized along the same general lines as is MERCURY-I: it
includes geotopographic and meteorological data representations that emulate the
DTSS and IMETS databases, respectively, and a data analysis system that carries
out data fusion. Like MERCURY-i, MERCURY-2 includes a developer interface
for set-up and testing. The principal high-level architectural differences between
MERCURY-2 and MERCURY-I are that MERCURY-2 accenits input directly from
meteorological data and derived products sources, and accepts requests from and
returns responses to client TDAs.
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Figure 4. Block data flow diagram of the MERCURY-2 architecture; cf. Fig. 2
for MERCURY-i. Diamonds represent bottom-.level databases. The

geotopographic and meteorological data representations are shown in
more detail in Fig. 5; the data analy,,is system is shown in more detail
in Fig. 6.

MERCURY-2 is designed to accept the same types of meteorological data as
did MERCURY-I: mesonet ground station and rawinsonde data. Quality assurance
is assumed to be performed on these data by an upstream system (cf. Fig. 1).
MERCURY-2 %kill also accept synoptic objective analyses for an area containing the
300 km x 300 km region of interest; such analyses will typically be relatively low-
resolution continental scale products. Objective analyses are assumed to be pro-
vided as gridded fields of real numbers representing heights at both mandatory artd
igniicant levCls, temperatures at 850. 700, and 5(X) nib, and vorticities at 50() nib

(I bar -10 kPa). ,ridded fields representing numerical predictions 'Aill be added
as an additional derived input in the .econd phase of MERCURY-2 developmetft.

Bcoh di(ta and derived products "()r input to MERCIRY-2 hcill be obiainc
from the icst '. 11t plus (DD-i) and Nationa. Metcoroloica! ('enter (NMNtC)
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numerical products broadcasts of Zephyr Weather Information Service, Inc., of
Westborough, MA. These data are corrected for errors by Zephyr. The Local Data
Manager (LDM) component of the USSDM software (Campbell and Rew, 1988)
will be used to ingest and manage both data and derived products. The LDM will,
therefore, emulate the IMETS meteorological database management system within
MERCURY-2.

MERCURY-2 will be directly demand driven by its client TDAs. Client TDAs
will query MERCURY-2 by passing a request for data for a particular location and
time to the client TDA interface, as shown in Fig. 4. The location must be within
the current region of interest, and the time must be within a specified interval from
the current time. The data requirements of the client TDAs are provided in a TDA
requirements database that is accessed by the client TDA interface; a TDA does not,
therefore, have to explicitly request values for the variables that it needs. The client
TDA interface requests values of the variables required by each TDA that submits a
request from the data analysis system, which produces the required values as output.
The client TDA interface reformats this output, using formats specified in the TDA
requirements database, before passing the result to the requesting TDA as a
response to the submitted request.

3.3 DATA REPRESENTATIONS

The organizations of the MERCURY-2 geotopographic and meteorological data
representations are shown in Fig. 5. These data representations have been com-
pletely redesigned, based on the recommendations made following the
MERCURY-I evaluation. The MERCURY-2 representations effectively form a set
of overlays of point data on a bottom-level latitude-longitude coordinate system.
All data or derived products associated with a latitude-longitude point may be
accessed by the data analysis system via the coordinates of the point. Data may
also be accessed by specifying a distance, or a function of distance, from a point.
The data analysis system thus treats the geotopographic and meteorological data
representations as a single database of point data tied to coordinates.

Point elevation and land use data at 100 m nominal grid resolution (for midlati-
tudes) are provided by DMA digital terrain databases. In cases in which DMA land
use data are unavailable, approximate land use data will be added to the DMA data-
base by hand before using it in MERCURY-2. The DMA database for a region of
interest forms the basis of the geotopographic data representation for that region.
DMA land use codes are converted to roughness estimates using average roughness
values for desert, forest, agricultural, urban, and marine areas (Hansen, 1984). The
elevation data are contoured using the National Center for Atmospheric Research
(NCAR) Graphics contouring routine, which is included as a component of the
USSDM software package. Boundaries of land use regions are represented as lists
of coordinates at which the land use code changes. The local slope of the terrain at
each grid point is calculated as the cross product of the vectors representing the
changes in elevation from the grid point to its nearest neighbors in positive latitude
and longitude. Regions bounded by slopes above a specified cutoff are identified as,
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Figure 5. Organization of the meteorological data and geotopographic representa-
tions. Each overlay is tied directly to the latitude-longitude coordinate
system provided by the DMA database. Incoming arrows indicate input
from the data and derived products sources; the DMA database is indi-
cated by a square bracket. The other overlays are calculated from those
below them as described in the text.

significant terrain features, and are placed in a terrain feature list. Such regions are
represented by their boundaries at full resolution, and by the slopes associated with
the points inside the boundaries, which are averaged on a 500 m nominal grid
(Cavendish et al., 1988).

Also placed in the terrain feature list are the boundaries, again at full resolution,
of marine or desert regions above a specified size. The terrain feature list thus pro-
vides a compact representation of all features of the terrain that are likely to have
significant effects on the mesoscale weather pattern.

Meteorological data are tied to the coordinate system as time-stamped point
data associated with the location at which they were measured. Facilities for doing
this are provided in the USSDM package. The elevation and land use (roughness)
of the location of a Measurement station are obtained directly from the relevant geo-
topographic representation overlay. Distances from mcasurement stations to tcrrain:
fCatures are calculated as Euclidean straight-line distances to their boundarics using
latiimde-longitude coordinaites. (ridded objective an alyses and cinemal
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predictions are represented as additional time-stamped point data overlays on the
coordinate system, again using facilities in USSDM. Only most-recent data and
objective analyses are used in the current MERCURY-2 design; selected past data
will be maintained in phase-2 for comparison to numerical predictions.

The pressure height field from the synoptic objective analysis will be further
analyzed using a slope analysis procedure similar to that employed to identify oro-
graphic features. Regions in the height fields having slopes above a specified value
will be stored in an analysis feature list similar to the terrain feature list. This list
will provide a rudimentary representation of synoptic features that may be expected
to dominate or interact with mesoscale effects in the region of interest. This pro-
cedure for automatically analyzing objective heights, if successful, will also be
employed for predicted heights.

Climatological data will be represented in the second phase of MERCURY-2 as
point data for given locations. Details of the form of the climatological data to be
used have yet to be determined.

3 4 DEVELOPER INTERFACE

The design of the MERCURY-2 developer interface combines the general lay-
out and menu sn-'ucture of the MERCURY-i interface with the map display facilities
provided by the USSDM package. The latter are based on the Graphics Kernel Sys-
tem (GKS) portable graphics drivers, which also underlie the NCAR Graphics pack-
age. MERCURY-2 is being designed to support 8 bit color graphics, in order to
allow the use of color for displaying land use regions and derived meteorological
products (e.g. contoured height fields).

3.5 DATA ANALYSIS SYSTEM

The organization of the MERCURY-2 data analysis system is shown in Fig. 7.
The system employs mesoscale objective analysis, approximate diagnostic models,
henristic rules, and qualitative modelling to estimate the values of required variables
under different conditions of terrain complexity and data availability. The modules
implementing these different analysis strategies each have direct access to the data
representations, and operate independently from each other. The analysis module or
modules to employ in a particular situation are determined by a metarule base,
which receives the request for data from the client TDA interface. The metarules
evaluate each data request with respect to the type of data required, the availablity
of data, and the terrain in the vicinity of the point for which data are required. By
selecting the analysis module or modules to answer each request, the metarule base
effectively directs the flow of control through the data analysis system. The use of
metarules for control considerably simplifies the structure of the system, and
increases the autonomy of each of the analysis modules (cf. Clancey and Bock,
1988).
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Figure 6. Organization of the data analysis system. Metarules are used to regulate
the flow of control to the various data analysis modules. All modules
have independent access to the data and geotopographic representations.

The action of the metarule base in evaluating requests and directing the flow of
control can be illustrated by an example. If wind velocity data are required for a
location ,,,..ar a coastline, for example, objective analysis may be employed if the
required values can be obtained by interpolation from coastal stations. If the data
available from coastal stations are too sparse for reliable interpolation, however, a
better estimate of the coastal surface wind field may be obtained from an approxi-
mate numerical model for sea breeze penetration. In situations in which a sea
breeze is unlikely, or in which the sea breeze may be influenced by, for example, an
off-shore low-pressure system, qualitative modelling may be requireed to represent
the interaction between the phenomena contributing to the wind field. The conci-
tions under which these different strategies are likely to be useful are encoded as
metarules, which then function to select the modules implementing the appropriate
strategy for activation in each particular situation.

Specification of the functionality of the diagnostics and heuristics module!:, and
of the metarulz base, has started, with the Los Angeles basin sea breeze as the ini-
tial phenomenon of interest. The sea breeze velocity V(r) as a function of radial
distance r from the coast has been parameterized by the Fermi function:

V(r) = V(/[explw(r - r()) + 11,
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where r = 0 is taken to be the coastline, V is the velocity at the coastline, and V(r)
is assumed : be radial. The penetration depth r0 - assumed to vary diurnally as a
Gaussian:

r0(t) = r0(max) exp -[(t 0)/r] 2,

where r0 (max) is the maximum penctration depth and to is the time of maximum
penetration. The parameters Vol r (max), and t, vary seasonally, and are assumed
to be included in the climatology database. The l/e length parameters w and T are
assumed to be constants, and are obtained by fitting data.

Diagnostic models for correcting wind speed for terrain roughness, and for
correcting temperature and pressure for elevation, will be obtained from ASL.
Diagnostic models for sensible heating, and for mountain breezes, will be obtained
from ASL or developed as parameterizations.

Data source evaluation functions similar to those developed for the
MERCURY-I DEM will be used to evaluate data sources for representativeness of
temperature, pressure, humidity, and precipitation variables. It is anticipated that
different exponential decay parameters will be needed for different variables.
Values of these parameters will be obtained by fitting appropriate data.
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GIS Data Acquisition Problem
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Abstract

Geographic information systems (GIS) are capable of automating many of the
analytical functions performed (manually) by terrain analysts. As with any
computer system, the GIS software can only be utilized when an appropriate digital
-epresentation of the terrain to be analyzed is available. Currently, most digital
data sets are hand-crafted, a tedious and error-prone process. In this paper, we
discuss an artificial intelligence based approach designed to assist the human in the
creation of digital terrain data. The paper describes the Digitized Overlay Object
Recognition (DOOR) system which applies an automatic programming technique to
a character separation and recognition problem. By relying on the system, a user
can program stroke-based character recognition procedures that can be applied to
digital images of engineering factor overlays, resulting in the creation of digital
topographic data sets appropriate for a specific GIS, the TerraBase system. Use of
the system increases data set accuracy and decreases the time required for data set
production.

1. Introduction

The TerraBase system [Ref. 1,2] is a military terrain information system
that has been developed by the Computer Graphics Laboratory (CGL) within the
Department of Geography and Computer Science at the United States Military
Academy, West Point, New York. TerraBase is designed to support U. S. Army
engineer topographic units in the performance of terrain analysis tasks including
the production of tint overlays, line of sight profiles, perspective terrain views and
cross-country mobility overlays. The system is very capable and has generated a
favorable reaction from a growing user community. However, as is the case with all
geographic information systems (GIS), the functionality of the TerraBase system is
limited by the availability of high quality, digital terrain data. Currently. only
elevation data is widely available in digital form.

The TerraBase system includes a module called Digidata that allows the
manual creation of digital data from analog sources. The DMA publishes an analog
Tactical Terrain Analysis Data Base (TT'ADB) in the fonn of engineering factor
nverlays including vegetation height, vegetation type, surface configuration, and
the soil types overlays. An example of a surface configuration overlay is shown in
Figure 1. The actual TFADB overlays are approximately 17.5" X 22" and are drawn
on clear acetate so that they can be placed on top of a standard map sheet. The
Digidata program interfaces a digitizing tablet to an EGA resolution computer
screen so that the TTAi)B data can be captured by tracing (with a digitizing puck) the
'FADB areal boundaries on the digitizing tablet. Once these boundaries are entered,
the character code associated with each area can be entered from a computer
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keyboard. (Dependent upon the overlay type a one to three character code is
associated with each region.) The manual crafting of digital data in this manner has
proven to be tedious, labor-intensive and error-prone. Estimates for the time
required to digitize the overlays associated with a single map sheet vary from 50 to
150 man-hours, depending on overlay complexity and the skill of the operator (the
overlay shown in Figure 1 is of moderate complexity).

SURFACE CONFIGURADON

, ' BLACK ROCK SPRING

7 C

SURFACE CONFIG[UPAT1,:N

Figure 1. A Surface Configuration 'TTADB3 Engineering Factor Overlay

An experimental system is being developed in order to shift the labor
intensity of the digital data capture process from man to machine(. The first
requirement of this system is that the digitizing puck anid tablet be replaced with a
digital imaging camera system. The camera can be used to capture a digital image of
the entire overlay, to which character recognition techniques canl be applied. If a
, xsteni can recognize all the characters in the image. store ticir locations
internally. and erase the characters from the imnage. then ojily the area bouindaries
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will remain. This process would complete the two steps effected by the Digidata
program; the area boundaries would be "traced" and a character code would be
associated with each area.

2. Design Constraints

Many character recognition techniques have been developed [Ref. 3,4.5,61.
However, some of these techniques do not apply well to the TTADB character
recognition problem fr-r several reasons, many of which are evident in the overlay
of Figure 1. Multiple sizes of characters occur on single overlays. Character fonts
differ between overlays. Individual character groups may be rotated (written at an
angle or vertically) on some overlays. While most character groups are inside the
area they describe, some are not and "leader lines" are used to indicate the
associated area(s). The character locations "float", unlike text, the horizontal and
vertical spacing between characters and between character groups is non-uniform.
The area boundaries contain many character-shaped portions which must not be
confused with the characters themselves. Thus, as well as recognition. the
lechnique must also be able to separate characters from a potentially confusing,
irregularly shaped graphical background.

There are also system considerations which impact on the choice of a
specific character recognition technique. The TerraBase system is designed to be
hosted on machines that are commonly available to Army topographic units. For
compatibility with TcrraBase, the character recognition software should also
execute on an MS-DOS PC/AT compatible mach;ne. Thus, no special purpose
hardware can be depended upon and both time and space resources must be
conservatively managed. Further, software maintenance issues encourage th:* *he
recognition software be delivered in the same programming language as the extant
TerraBase system.

Due to these considerations, a stroke-based recognition procedure was
chosen for the implementation. These methods are more easily adapted to scaling
and rotation changes that, are the matrix-like, two-dimensional pixel pattern
matching techniques. They also allow a hierarchical classification of the
characters to be considered for recognition by using the strokes common to
different characters as grouping keys. The stroke-based methods also seem more
applicable and efficient in view of the floating text problem.

Because execution time is a primary concern, the system should provide
some way for the user to specify those characters that should be regarded as
candidates for recognition. Thus, the user should be able to load or unload character
definitions from libraries as required. This effects a human-assisted pruning
mechanism where only those characters that appear in the image at hand are
considered by the recognition ;oftware, greatly reducing processing time and the
potential for error. Further, the character definitions should be very specific, not
only to speed execution but to reduce errors of commission as well. (As a design
choice, errors of omission are preferable to errors of commission.) A final
consideration is that the system should be able to efficiently recognize characters of
different fonts, some of which may not be strictly defined (as in the case of hand-
written characters). For this reason, our approach has been to make the system
user-programmable. Thus. a user can not only reference symbol definitions from an
extant library, but can also create new symbol definitions as the need arises.
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3. The DOOR Sy~itein

Above are many of the considerations that have impacted on Olt,
development of the Digitized Overlay Object Recognition (DOOR) svstem in
developed at West Point. The systemi inches on a strcke-based. au'romnatic
Programming [Ref. 7] (in the sense that FORTR<AN wvas automatic progrmming
during the 1950's) approach to character i-ecognilion. The DOOR sysem lakes as
input a binary digital image which has been processed by convolution [Ref. 81 and
adaptive th:resholding algorithmns. Given this input. t he Lser has two available
options. Syn-mool definitions can be loaded dindividllJV or in sets) fromi libraries oi
new definitions, can 1be created by using the. au-tomlatic programming capabilities (of
the systcin. If extant definitions are to be used, the user simply~ rea~ds them in fromi
disk to create a definition set and then invokes the (stand-alaone) recognition-
software. A more interesting case arises when newv definitions ar,' to be created.

B B A La i 4i Ft i

Figure 2. Programming A Symibol Definition

T[he left side of Figure 2 shows -i small portion of a digitized factor overlay
image ais provided to the D)OOR system. There is a thin-lined rectangle drawn around
the letter -D-' in the image. This is a user designated area which is enlarged and
displayed in the top right portion of the figure. Here, individual piLxels are
dislt igmishable. The "blow-up" area is designed to assist the user iri programming
the sviteni. This programirng is accomplished by allowing the User to first specify
important poin-ts (pixels) in the image cf the character. Then, the Con1nections
beLtwVeen those p~oint,, representing the sKrokes required to describe a symbol (or
character) mnist ')e specified.

As ain exa;iple. there are two importan-t points used in writing the letter 'D'.
Otte Point is at the top) left of I le letter (the vertex of an inverte-d L-shiaped line

'itr-ect iCmi)) arid oine point is at the lo~k'er left of the letter (the vertex of an I,'.Ths
I[W \\l : itS are coMWlc tI e( oce by aI line segmen t and alice by a half circle., openi i4g t!
IIIo- leb . '1 los is, the type'. at (lesripteenl provided to the stcuis p)rognrI !mIlwo

Iri Figure- 2, Ow nieni cii:'I'd ''Nuiirer O1 ines" is 1iJ' he ii '.e how

IIII ill liii's." liti ( 'r it 0 1 a ) [ tnt abol b1h e 5[O 'ciid. 'ih r shol eMd seW I sI-n
boill te is i i 'eae ii n~ikiii IA . 1, eitiire Ihe iiitrse', !1,; .Iwo line einien'
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(This information will be used to prune candidates during the recognition process.)
The user must then move a cursor to the pixel in the blow-up area that represents the
intersection point. Once both of the important points for the letter "D" have been
specified in this manner, the user is asked how the points should be connected.
Menu options are used to select one linear connection and one circular connection
between the two points (as described above). Provided with this description of the
character "D", the DOOR system then creates the procedure calls and parameters
necessary to apply the user-supplied definition. The parameters are adjusted so that
a variety of D" Images can be recognized from the single description and this
adjustment is based on the characteristics of the single "D" image used as the basis
for programming. The adjustments allow for some rotation, scaling and, of course.
translation of "D" images.

Similar definitions can be created for each symbol to be recognized in the
input image. New definitions can also be intermixed with definitions loaded from
libraries. In Figure 3, the system is advising the user that definitions for the
symbols "A", "B", "C", and "D" are loaded. fhe "Alone" label indicates that each
definition Is for a single character, not a character that is part of a two or three
character group. The number of

. 'H one

D D ione
C .one 2

B A

C Anytre Any H'- To
EIt

Use Arrow Xe's To -elect Menu Iten, Press Ret,r _Whe Don.

Figure 3. Symbol Definitions Known To The System

important points contained in each symbol definition is also listed. Note that the
symbol definitions are specified by users during programming. The symbol
defini ions as described in Figure 3 were programmed by soldiers from a
topographic unit. Why nine points were used to define "A" or three points were used
to define "D" is uncle ar: however, the definitions work. The differ-Ice between
specifying 2 or 3 important points in the letter "D" is not unlike that between the
choice of using many individual (sequential) programming stateMents or a single
programming statement inside a loop. Both methods can be used for the same
purpose, but the latter is more concise.

Figure 4 depicts tle result of applying the definitions to the portion of the
overlay image as shown in Figures 2 and 3. Note that, except for the "B" on the right
edge of the image, all of the characters have been rewritten in a standard font and a
diamond-shaped marker appears by each letter. (The "13" not rewritten was not
considere(; it is in an "overlap" region of the image that would be processed on the
next page.) The new font and diamnond marker i'micate those characters that have
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been recognized by the system. The diamond marker designates the actual (logical)
location associated with each character. Note that the intended location for the "D"
in the upper left portion of the image, indicated by a leader line, has been correctly
identified.

Try I.,rst Defa.,itionj

aNext Block

Use Arrou Kejr To <elect Menu ite-, V're. Return Whe- Done

Figure 4. System Recognized Characters

4. System Usage

The DOOR system software includes four main components. The first
component accepts as input a digital image produced by a 4096 X 4096, 8 bit deep (in
intensity) CCD digital imaging camera system. A standard convolution technique is
applied to this 16MB image to effect noise suppression and edge enhancement. Then,
an adaptive thresholding algorithm is used to reduce the 8 bit deep input file to a
binary representation PI bit deep), yielding a 2MB file containing the sharpened
image.

This enhanced, binary image is used as input to the second main component
of the system, the symbol definition program as described In the previous section.
The end result of this system component is the creation of a set of symbol
definitions useful in recognizing symbols on a specific overlay image. The symbol
definition ,et and the same enhanced, binary image are used as input to the third
system component, the recognition component which produces two outputs. One
output is a data file containing the symbol identifiers and their locations in the
image. The second output is a processed image file where all of the recognized
symbols have been removed, leaving only area boundaries and any unrecognized
characters. If 100% of the characters were recognized, only area boundaries appear
in this image file.

The system has never achieved 100% recognition, necessitating the final
system component, a digital image editor. The editor is used to correct any error,
produced by the recognition softwrare. Symbols can be auded to, deleted from. or
modified within the set of recognized characters. The editor can also be used to
repair noise corrupted portions of the image itself. A final editor capability causes
the crceitin of the (ata files as rc(Iflired 1y the Terrai3ase Digidata pru ram. Thc
DitIlata progralil exp-cts a 900 X 900 pixel data file where each pixcl is colnr-coded
Io reprtselit its a So( r .i1d charalctcr dIescri ption. This is ;a very iilm cois' m1ig
()p)(ra tlo0 ,i lice the el.tire overlay iiage mnlt be registered. color-cded, and
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compressed from (approximately) 4096 X 4096 pixels to 900 X 900 pixels. To register
the image, the corners of the overlay must first be located within the image
(generally, there is some amount of "white space" around the outside of the overlay
that also appears In the digitized image). Often, the overlay image requires some
slight rotation so that it becomes orthogonal with the screen coordinate system.
Also, the overlays are either rectangular (for 1:50,000 scalc overlays) or pieces of
two-dimensional conic sections (for 1:250,000 scale overlays). This shaping
requires a non-uniform compression into the 900 X 900 square space.

5. Conclusions

A prototype, experimental version of the DOOR system has been used by
Army soldiers from several different units to create digital data for use with the
TerraBase system. Members of the 649th Engineer Battalion (TOPO) of the 18th
Engineer Brigade used the system to support the REFORGER 88 exercise in Germany.
The system has also been used by soldiers from the 30th Engineer Battalion, Fort
Belvoir, Virginia and from the 557th Terrain Detachment, 8th Army, Korea. On the
average, the system produces at least a 10 fold reduction in the man-hours required
to create digital data. Recorded character recognition rates ran from a low of 62% to
a high of 96% correctly identified characters. The system was not as efficient in
recognizing occurrences of leader lines meant to indicate character locations. These
were correctly processed in only about 50% of the cases. We note that the percentage
of correctly identified characters is directly related to the skill with which the
so iers programmed the system. As the user-soldiers gain more expertise and more
accurate libraries of symbol definitions are created, the percentage of correctly
identified characters should increase.

The recognition software requires a large amount of machine processing
time on the Zenith 248 (8 MHz clock) personal computer. Up to 10 hours may be
required to process a single overlay image using this machine. (Note that this time
Is not included in the man-hours required to use the system since the recognition
software executes with no human intervention.) Due to this large processing
requirement, some users have bypassed the recognition step and used the image
editor to enter all character descriptions. The editor is menu driven, allo-,is mouse
input, and is easy to learn and use. An overlay of average complexity can be entirely
processed with the editor is less than 2 man-hours.

The DOOR system has demonstrated its utility. It eliminates many man-
hours of manual labor and facilitates the production of accurate digital data. The
time requirements of the recognition software can be greatly reduced by using an
MS-DOS 386-based machine. Also, these requirements become less important when
several 286-based machines can be used as dedicated processors. Regardless of the
mode of usage, the DOOR system has proven its value in greatly reducing the tedious.
error-prone nature of a time consuming task.
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AN EXPERT SYSTEM FOR MINEFIELD SITE PREDICTION

Jonathan W. Doughty, Anne L. Downs,
Michael J. Gillotte Jr. and Stephen A. Hirsch

PAR Government Systems Corporation
Reston, Virginia 22090, U.S.A

ABSTRACT

The design and implementation of a Minefield Site Prediction
Expert System (MSPES) is described. The ultimate goal of the system

is to emulate the role of a terrain analyst and combat engineer in
predicting likely minefield sites. The major components of the
system are the inference system, the geographic information system,
and the user interface. The inference system is driven by a goal-
directed backward chaining mechanism. The geographic information
system (GIS) is based on quadtrees. The user interface is window-
bacoU, &U u =s an object-oriented graphics package.

This paper discusses the system architect're, the issues that
arose during the design and implementation of tho p-ototype systcm,
and the resolution of those issues. In particular, the tradeoffs
between making decisions in the GIS component and in the inference
system component are discussed.

1. INTRODUCTION

PAR Government Systems Corporation (PGSC) is currently under
contract to the U.S. Army Engineer Topographic Laboratories to
develop the Minefield Site Prediction Expert System (MSPES) . The
purpose of this system is to automate some of the functions
performed by the terrain analyst and the combat engineer in the
determination of potential minefield sites. The factors used in
minefield site prediction include terrain information, such as
cross country mobility information; mine/countermine warfare
doctrine, as found in military training manuals; and battlefield
situation or enemy intention knowledge, as supplied by battlefield
intelligence. The first phase of the MSPES development was
completed in January 1988 and resulted in a prototype system on a
Sun 3/160 color workstation under the Unix operating system. Phase
II, currently being performed, is an expansion of the prototype
system, including the use of the X Window System and enhancement to
the rule base. Phase III, scheduled to begin in December 1988,
will center around the porting of the system to a DEC VAXstation
II/GPX under the VMS operating system.

Developing an expert system for predicting potential minefield
sites involves elements of military terrain analysis, which in turn
encompasses both geographic analysis and military doctrine. The
system must therefore embody a geographic information system, for
handling the turrain information; an inferencing mechanism, for
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coordinating rules about how doctrine exploits the terrain
information in making minefield site predictions; and i user
interface, with which the analyst working in this domain feels
comfortable.

This domain, the prediction of likely minefield sites, is
particularly suited to expert system development because it is a
well defined and bounded problem. Most of the terrain and
geographic analysis which is involved in the prediction of
minefield sites can be codified into a set of rules. Fur example,
troops will not find antitank mines in a forested area with stem
iiameters greater than twenty five centimeters and a stem spacing
of less than two and one half meters. Nor would antitank mines be
found on a slope greater than a forty five degree angle.
Mine/countermine warfare doctrine and much of the battlefield
environment also can be represented in an expert system. The
doctrine apolving t: mine warfare in a certain grographic

. to fr e.ample Europe, is fairly consistent regardless of
the nationality of the forces. In other words, Soviet minefield
doctrine and U.S. minefield doctrine are similar for European
terrain and situation. With these factors established by knowledge
engineering and research, the MSPES becomes an effort of system
integration and rule base development. The following sections of
tnis paper discuss the prototype MSPES and the direction of future
MSPES development.

2. SYSTEM COMPONENTS OF PROTOTYPE

The Minefield Site Prediction Expert System consists of three
ccmponentc: an inference system, a geographic information system
capability, and the user interface.

2.1 INFERENCE SYSTEM

The inference system used by the MSPES is ERS, the Embedded
Rule-based System. This inference system, developed by PGSC, is a
framework for the development of expert system applications. ERS
is written in the C language and uses a goal-directed, backward
chaining mechanism. It includes a consultation capability and
facilities that allow rules to access, evaluate, and modify
external sources of information.

The ERS consists of a rule base parser and an inference
engine'. ERS rule bases are text files written in the ERS rule-

base language. On startup, ERS reads a specified rule-base file,
parses it, and compiles the rules into internal data structures.
The internal data structures control the inferencing mechanism,
which in turn directs the gathering of evidence in support of
hypotheses. Figure 1 represents the inference system and the
relat 4 onship between it, textual rulebases, and sources of external
inforrrat i on.
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External
Information

Rulebas Files

Rule-ba ineeCO

Figure 1 - Inference System, Rulebases, and External Information

2.2 GEOGRAPHIC INFORMATION SYSTEM

The geographic information system (GIS) capability used by the
MSPES is the QUILT system, developed by the Center for Automation
Research at the University of Maryland. QUILT is an experimental
system that uses disk-file based, quadtree data structures to
support the storage and retrieval of information about point,
linear, and regional data. Figure 2 illustrates the transformation
of a polygon into a quadtree.

The quadtree storage technique uses successive subdivision of a
square area into quadrants to represent polygonal areas.
Subdivision of quadrants takes place until each quadrant has a
homogeneous value- it is either wholly inside or outside the
polygon. Quadtrees are particularly useful in the performance of
spatial opeiations such as point in polygon determination, polygon
intersection, and union.

441- 1 1

~I

Figure 2 - The Transformation of a Polygon Into a Quadtree

QUILT consists of a kernel of core functio.-F required forI

creatina and traversing quadtrees, and a collection of programs
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that use these kernel functions to perform various aonlicaticn
specific manioulations If the uuadtree data. Quad-ree
manipulations that are provided as part of the QUILT system inciude
extracting a subset of the areas with specific values, changing all
areas with a value to a new value, finding all areas that are
within a specifid distance of areas with a particular vaue,
determining the intersection of areas in two maps, and determininq
an attribute associated with a specified map location.

Figure 3 represents the geographic information system
capability used by the MSPES and the relationship between the QUILT
kernel, the application software that uses the kernel, and the
database of quadtree data structures QUILT maintains.

Database of
Quadtree Data Files QUILT Application

Figure 3 - GIS Capability, Application Softwacc, ana GIS Database

2.3 USER INTERFACE

The user interface of the prototype MSPES uses the SunView 1.0
giaphics package provided by Sun Microsystems Inc. SunView 1.0 is
an object-oriented user interface toolkit that is part of the Unix
kernel of the Sun operating System. SunView provides window based
application interfaces using command buttons, menus, graphic
canvases, and text windows. SunView notifies applications when
various window events occur, such as cursor movement, mouse button
clicks, and keyboard responses.

Applications that use the SunView package to create their user
interface typically use an object-oriented, event driven paradigm.
An application defines its user interface by creating a frame and
tilling that frame with user interface components. These
components may include objects such as buttons that users can
select, canvases that the application can draw on, and text windows
to display prompts and user responses. As the application program
creates each user interface component, the program nominates a
function as callback routines that will handle events in that
comnonent. The application then invokes the Notifier. The
Notifier waits for the user to generate events within T he
aPPication window frame, identifies the user interface compone-nt
3ssociated with the event, and invokes the function that had 1e.

nate s tle component's callback funct ion. Figure
cn Dres,,ntu the interaction between SunView and an applicition.
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ApplIication

SunView
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SCanvases

(Text Windows)

Figure 4 - SunView - Application Interaction

3. COMPONENTS OF THE KNOWLEDGE BASE

The MSPES Knowledge base consists of terrain data, spatial
reasoning, rule bases, and geographic information system
primitives.

3.1 TERRAIN DATA

The prototype MSPES uses two kinds of terrain data: Cross
Country Mobility (CCM) information and Line of Communication (LOC)
information. CCM data specifies whether an area permits a vehicle
to traverse it easily, with difficulty, or not at all. This is
represented by the CCM values "Go", "Restricted", "Slow", "Very
Slow", "No Go", "Built-up", and "Open Water". The CCM data used
by the prototype MSPES is derived from the Defense Mapping Agency's
Cross Country Mobility model. This CCM model factors -n
parameters for soil type, vegetation cover, and slope or surface
configuration as they pertain to the movement of a specific type (f
vehicle. The Phase II MSPES uses mobility information from the
Condensed Army Mobility Model which uses additi_:nai terrain factors
and more specific factor inter-relationships. TLC data provides a
linear network of traversable paths. Roads, zailroads, and
navigable rivers are three Line of Conxrun i cation feato:re
categories.

3.2 SPATIAL REASONING

Spatial reasoning in the context of MSPES involves several
measures of s3pace to determine the likelihood of a minefield
placement . cpace in MSPES is partitioned via a quadt.ree ,ta
structure as " ;scribed above. Each node in the -iiadtree represents
a spe:ific .;oation which is measured in terms of proximity, ar-a,
and characteristics. The proximity measure F-rovides a jistanse
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from each location to the nearest segment of a road network. The
area measure provides the size of each homogeneous quadtree node.
Characteristics of each location indicate CCM category and
Icanalization'. The CCM category provides a measure of mobility
for a particular vehicle through an area, considering the soil
type, vegetation cover, and slope of the area. The term
'canalized' refers to movement across the terrain being channeled
into narrow paths, for example, into a canyon. Canalization is a
shape measure of "Go" areas: where the area is ndrrow and thus
constrains movement, the area is said to be canalized.

The spatial measures utilized in MSPES represent relatively
lower level forms of spatial reasoning. Implemented as CIS
primitives, these measures are invoked by rules within the
inferencing component. A higher level form of spatial reasoning is
performed in the inferencing component, where minefield doctine is
represented. Minefield doctrine thresholds, criteria, constraints,
etc., to a larg- degree, focus on spatial aspects of locations
regarding their likelihood of being a minefield site. Spatial
reasoning at this level might consist of the composite of reasoning
performed at lower levels. For example, a location is a likely
minefield site if it is in a canalized area and is within 'X'
distance of a road and has a CCM category of "Go".

Spatial reasoning in the prototype system is fairly
rudimentary. The reasoning capability will be expanded in Phase II
and is discussed below.

3.3 RULE BASE

The rule base of the prototype system incorporates rudimentary
knowledge about terrain factors and how these factors influence the
location of a minefield site. The main effort of Phase I was to
integrate the geographic information system capability, the
inferencing mechanism, and the user interface rather than to
develop an extensive rule base. Phase II focuses on rule base
enhancement and in developing a "complete" expert system for
minefield site prediction. The discussion below focuses on the
prototype rule base.

The purpose of the rule base is to determine the likelihood of
a minefield being present at a certain location. Four categories of
likelihood are assigned: "Very Likely", "Likely", "Possible", and
"Unevaluated". Each one of these categories is represented by a
separate rule base goal node.

The infert-cing mechanism of the Embedded Rule-based System
requires a rule base of simple syntax and structure. A rule is
essentially an IF-THEN statement that relates a single or set of
antecedent conditions, the IF part, to a single cnncluding
assertion, the THEN part or consequent, with some weight of
evidence. T7ach antecedent condition and consequent has a degree of
belief associated wiot. it, specified initially -y the rie as as
a prior value. Figure 5 is an example of one of the rules in the
MSPES prototype rule base.
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node likely
text desc
" the current region is a likely minefield site"
explanation
" Likely minefield sites are where movement is canalized,
and/or a road is present, and CCM is possible."

inference
prior -5.0
bayesian antecedents

ccm-possible pw 5 nw 0
canalarea pw 10 nw 0
road Ioc pw 10 nw 0

control
context of unevaluated int min 0.0
context of notlikely int min 0.0
context of ccm-possible int 0.0 max
goal

Figure 5 - An ERS Rule Base Rule

The collection of rules forms an inference network which is a
directed graph of nodes and links. Nodes in the inference net
represent individual antecedent conditions, consequent assertions,
or context conditions for the rules and may be categorized as goal
nodes, hypothesis nodes, or evidence nodes. Figure 6 is a
representation of the inference network of the prototype rulebase.

An evaluation of "Unevaluated" indicates that an area has a
mobility category of "No Go" or that there is not enough evidence
supplied by the input data to assign one of the other categories.
The evaluations of "Possible", "Likely", and "Very Likely" result
from increasing probability that a location is a mine site based on
the terrain characteristics of the location an( adjacent areas.

The following assumption is made regarding the knowledge that
effects the organization of this inference net: if an area is a
"Veiy Likely" minefield site, it is also a "Likely" minefield site
which in turn indicates that it is also a "Possible" -.inefield
site. In other words, except for unevaluated areas such as urban
centers and "no-go" areas, all remaining terrain is considered a
"Possible" minefield site with subsequent category refinement into
"Likely" and "Very Likely" depending on the weights of additional
evidence.
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~Figure 6 - The Prototype Rulebase Inference Network

3.4 GEOGRAPHIC INFORMATION PRIMITIVES

During the oeainof the MSEegtdifferent, single-

purpose processes are used to access data maintained in the QUILT
System's quadtree data structures. These processes are referred to
as GIS primitives. Four of these primit-ives are used by the
inference system to supply evidence of terrain characteristics at
specified geographic locations. The remaining four primitives are
used to drive application actions.

The four primitives used by the _nference system rzovide
information about characteristics associated with locations within
terrain overlays. The GIS primitives that access this information
answer the questions: "Is this location near a road?", "What is the
CCM category associated with this location?", "How large is the
homogeneous area associated with this location?", and "Is the area
associated with this location 'canalized'?".

The four primitives that are used to drive application actions
provide ancillary data used in system operation. One primitive
provides a stream of locations of homogeneous COM category areas to
drive the inference system and updates the values of those
locations with the evaluation that the inference system provides.
Another providies information for The display of adtree dta A
third provides database update £aciiities arid is used ro permit
-aa±vst-a to over-ride the c>sc~u J oins reached b)y the Lnf en2O

POSIL
POSSIBLE CMCIV



system. The last primitive converts coordinates, entered through
the user irnterface, to database coordinates identifying areas of
homogeneous characteristics.

4. SYSTEM OPERATION

The MSPES is made up of the three loosely integrated components
of the inference system, the geographic information system
capability, and the user interface. In'the prototype MSPES these
components are realized as separate, cooperating processes in the
Unix operating system environment.

The components were kept loosely integrated for several
reasons. First, one or more of the components might have required
replacement following the evaluation of the prototype MSPES. Loose
integration of the components with well defined linkages to the
others facilitates replacement of a component if that was deemed
necessary.

Second, since the inference system and the geographic
information system capability used "off-the-shelf" software
components, keeping them as separate, communicating Unix processes
avoided naming and addressing conflicts and simplified the
integration process.

A third reason is related to the QUILT kernel which is designed
to deal with a small number of simultaneously open quadtree disk
files. By designing the system around geographic primitive
processes that provide simple units of information, it was possible
to avoid requiring the GIS capability to increase the number of
simultaneously open files.

Finally, by designing the system as separate, independent
processes, it is possible to take advantage of a degree of
parallelism in the component's operation. in addition, separate
processes makes possible the distribution of components among
networked processors.

4.1 MSPES APPLICATIONS

Seven applications make up the prototype MSPES: Input Map,
Create Manuscript, View Map, Explain Manuscript, Edit Map, L-&:t
Rulebase, and Help. Each application has a separate user interface
definition which nominates specialized and shared functions to
control its operation.

Input Map allows the user to specify where in the file system
an input data source may be found and what kind of overlay the data
represent. This information is used to start a script of
processing steps to convert the input data format into the GIS
database format.

Create Manuscript permits the user to specify the Area of
Interest (AOI) an-1 the rulehase that should he used to evaluate
that A01. This intormatinn provides the inference system with what

n neded f t Iial izat ion. The applicat ion starts a GIS
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primitive to derive coordinates that are then passed to the
inference system to be evaluated.

View Map I-rovide3 graphic display capabilities associated with
fhe viewinaT of terrain overlays and minefield site predicztion
manuscripts.

E,_rplain Manu, tript permits a user to display a minefield qsite
prediLction manuscript and inuerautively make inquiries of the
inference system. The possible iLnquiries inc-lude how the inferenLce
system evalupted manuscript locations, why certain rules are fired,
requ- :3t elaborations and explanations from the rulebase about it's
rules, and see the evidence provided by the GIS. Figure 7 depicts
the Explain Manuscript application's user interface, which is
typical of that cf all of the MSPES applications.

Edit Mar) allows a user to display terrain overlays and
manauscripts and interactively modify their content.

Edit Rulebase provides text editing capabilities that permit
rulebase files --o be modified.

Help provides information relating to all the MSPES
applications. Help is alsco available within each of the
applications pertaining to their individuai operation.

DST: CAMS5 - M~1 -an [dition: I ct1 ihf'ctlort: U
SV Latitt~ft: 38 39.8008 SW Longituoo 1,.36.O88.E
MMaePt File.: Apr13E M = f"
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compiled rules become the inference network for ERS. The inference
network drives the process of gatheriing evidence for the various
hypotheses about a location being a mine site.

Locations which are to be evaluated are specified to ERS by the
Create Manuscript or Explain Manuscript applications. The Create
Manuscript application gets its AOI locations from a geographic
primitive, whereas the Explain Manuscript appiicdtion gets its AOI
locations from the analyst interactively. Because of the way AOI
!ccatiois are identiried, they are guaranteed to have an
homogeneous CCM category.

The evidence in support of ERS's inferential hypotheses comes
from GIS primitives. The primitive processes that ERS uses are
started following the compilation of the inference network. The
relationship of terrain characteristics relative to a location
provide the evidence ERS uses as the basis for an evaluation of the
likelihood of the location being a mine site. The evidence in
support of the possible hypotheses is evaluated and the hypothesis
with the highest 'score' becomes the evaluation for the specified
location.

The Create Manuscript application sends this evaluation back to
the geographic primitive that initially reported the location
coordinates. This primitive updates the value associated with the
location to -efiect the mine siLte Liktihuod evaluation. Since the
database file used for this purpose is never accessed by ERS, this
evaluation does not bias later evaluations. The Explain Manuscript
application reports the evaluation and related rulebase information
to the analyst via a window-based interface to ERS. Figure 8
represents the various components referred to in the previous
discussion and their interactions.

5. PROTOTYPE EVALUATION

.1 GLOBAL / LOCAL PROBLEM

Spatial reasoning in the prototype system is partitioned
between primitive processes and rules interpreted by the
inferencing system. Spatial reasoning in the form of well defined
measures or meas'ires are comoutationally intensive have been
implemented as primitives for the sake of processing speed.
Minefield doctrine, on The other hand, has been implemented as
rui s. -he representation and exploitation of mi-efield doctrine is
more ,-vnamic, requires global as opposed to local information, and
employs ctmposite reasoning. In addition, a significant capabil ty
of the system is to allow minefield analysts to add or n edify
minefield doctrine. This is much more easily done by analysts 0i
tne ro. e tase level than at the primitive level.
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5.2 RULES VS. PRIMITIVES.

As is typical with prototype development activities, -hc design

must allocate processes to the appropriate comonent of 'he system.
The foremost purpose of this allocation is to address functionaiIty
and secondarily to maximize efficiency. In MSPES dIe-gn his
involved identifying what information needed to be incorporated
into the rule base and which evidence could be sup-lied y
primitive functions. Generally it is more efficient to ruc a
primitive function which calculates some parameter than to have to
derive this parameter through the interpreted inferen-ing process.
Knowledge/ information that was required by the MSPES rule base was

categorized into inferential and computational forms, and

associated rules and/or primitives were allocated accordingly.

In addition to the allocation of primitives and rules,
functions were identified cs potential preprocessing steps, before
The rule base and inferencing mechanism would actually be invoked.
This can greatly increase the efficiency of the system. 7or
example, in the MSPES environment an areal mask can be generatea to
screen out all "no-go" areas before starting the inferencing
process. If a tank cannot move through an area, one need not be
concerned with finding antitank mines there. This type of function
reduces the number of areas that need tc be investigated during the
inference process. Because of the simplicity of the initial MSPES
rule base in the prototype, there were no complex design issues
relating to resource allocation. During Phase iI, when doctrine and
battlefield assessment become part of the enhanced rule base, the
allocation issues relating , o both rules versus primitives and
doctrine versus computational efficiency will play a greater role.

6. SUMMARY

The MSPES is an example of linking expert systems technology
and GIS capabilities to create an ap~lication requiring terrain
analysis and inferences based on dynamic information. The rdinefeld
site prediction scenario incorporates elements demanding geographic

and spatial analysis in addition to expert domain knowledqe of mine
warfare doctrine. This system provides the capability to work with
these different elements and removes much of the processing uirden
from the analyst.

After suc.-essfully linking the inference mechanism, m he 1S

capability, and the user interface, the challenge wis r I al!, -ate
flnctioncs etween the inferencing component and the oeogr-ahic
aralysis component. These design -s and decifs, ns w,; i ftfer

for aoplications other than -te prediction iepeon n
efflceoocy requ frements and -7 p r t ao ... r t

ohie-v_ the a! iocatio. r, aan '...which, Lest 3ui t , - tj-
y3te.; that to automate some of the furcti -s -e roe& y the

terrain ar:aondt ond the combat engineer V. the i.~t ermona t 0.

potenitia Ipinefid sites.
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ABSTRACT

Neural networks appear to have potentially important advantages over
conventional computers for performing some computational tasks on the

realistic battlefield. One method for testing the potential of such
systems is the development of simulations of such tasks. In conjunction
with development of a radiometric battlefield weather sensor, we are

investigating a neural network simulation to invert radiometric
measurements of atmospheric microwave radiance to obtain vertical profiles
of atmospheric temperature. Given a vertical profile of atmospheric
temperature and moisture, it is relatively straightforward to compute the

resulting microwave radiance spectrum at the surface. The inverse problem,
that of computing the temperature and 1 oisture profiles from measurements
of microwave radiance presents more problems, principally because the
mathematical problem is ill-posed. The training method being adopted -or
our simulation is intended to exploit the advantages and ameliorate the
disadvantages of this situation.

1. Introduction

The realisti" battlefield presents severe challenges to computer
systems performancu. Data rates miy be very -rgo, and a crucial task is

to filter significant information from irrelevant data. Rapidly changing
condi-tions and novel threats require adaptability that is very difficult to
achieve with conveiltional coMputer programs. Many tasks to be performed
are of the pattern recognition type, a type of problem for which (olr

hi-ave so far displayed little :ipt 1:ude. Information obtaiiitcd is of ,n
ric otple e or fragmental a Lt U,-it 'LO posing severe diffic,!i, .< eo,

corventional compute.r pro'rams.

A radically different type of coiipter, patterned ,fter the )i) eoiicl i
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It is intrinsic to neural networks that they are parallel distributed
processors, carrying out many computations simultaneously, with the
computation distributed to many nodes (the neurons). Only parallel
processing systems are likely to possess the computational power to solve
very complex problems in real time. Another advantage of the neural
network is that most neural networks have a natural, human like, method of
learning (learning by example.) Neural networks can be built with a
capability for generalization and exhibit a natural tolerance for
incomplete data that is hard to incorporate in conventional computational
schemes.

2. The idea of the theural Network

The organization and structure of biological computers (e.g. brains)
is radically differenc than that of the modern digital computer. Despite

the fact that the switching speeds of their neuronal components are
hundreds of thousands or millions of times slower than the switching speeds
of transistors, biological computers are remarkably fast and powerful at
some tasks, for example pattern recognition. Human and animal brains have
other surprising advantages over conventional digital computers, including
flexibility, tolerance of error and ambiguity, associative memory, and a

natural learning mechanism.

Many of these advantages, and others, are believed to derive from the
remarkable architecture of these biological computers, an extremely highly
parallel, densely interconnected system of individual processors called
neurons. The human brain, for example, is believed to encompass about 10
billion neurons and 100 trillion synapses, or interconnections (Rumelhart
and McClelland, 1986).

Recognition of this fact, together with recognition of the fact that
the conventional single processor digital computer is approaching the
limits of its performance has led to an increasing interest in computer
designs which emulate aspects of these biological computers, the so-called
neural networks.

The term neural network has been applied to a large variety of
computational architectures, but all have in common the notion of simulated
neurons and synapses. The implementations of the simulated neurons and
synapses vary widely, being more or less faithful to what is known about
their biological antecedents (which are themselves rather various,
depending on their functional specialization). A (simulated) neuron is
generally considered an entity with multiple inputs and a single (usually
subsequently branching) output. The neuron's output is a function of its
current state, its current inputs, and (possibly) its pa . sLate history.

The output of a neuron is connected to the inputs of other neurons by
synapses, each of which has a weight (or multiplying factor) associated
with it. The values of the weights, in conjunction with the initial state
of the system, determine the computation performed by the network.

Figure 1, which is adapted from the descriptions of Rumelhart et al.
(Rumelhart, Hinton, and McClelland, 1986) shows a model neuron (labelled j)
with three inputs ill i2, i 3 and corresponding synapses of weights wJl ,

w j3 The current state e(t) is considered to be some function of
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the pevious state a.(t-l) and of the weighted sum of the inputs Wjk.

The output oj(t) is a function of a.(t).

f (a j (T-0), 6 rj Kb K )

Oj (r)

FI(;. I A V(iDEI, NEURON

Figure 2 shows a simple two-layer neural network with 3 external
inputs, 6 neurons, 9 internal synapses, and 3 external outputs. The
example used in this paper is a 5x5 version of this network. Consider the
simple linear case when o.(t) = a.(t) - j wijk k. For this case (an example

of a linear perceptron) the nonzero w kform a 3x3 matrix W, and the output

vector o is given by

-Wi (1)

Thus the neural network transforms the inputs into the outputs, and
for this linear transformation, the weights are the elements of the
transformation matrix. More general neural networks are possible, since
the state may be (and for biological systems, is) a nonlinear function of
the weighted inputs. Other generalizations include replacing the weighted
sum of the inputs with a more general function of the weighted inputs. In
our current work we have restricted ourselves to the linear case, except
that we have not required the weight matrix to be square (number of inputs
and outputs may be different).
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FIG. 2 A SIMPLE NEURAL NET

Since values of the weights determine the transformation of the input

vector, specification of the weights is equivalent to programming the
neural network. One of the reasons neural networks are interesting is that

it is possible to arrange for them to learn by experience, that is, to

adjust their weights based on inputs and outputs. One such learning

mechanism, the one applied in this paper, is Widrow-Hoff or delta-rule

learning (Rumelhart, Hinton, and McClelland, 1986)

Delta-rule learning requires a training set, that is, a set of inputs

together with the corresponding outputs. Initially, the weights are set to
small random values. Inputs are supplied and the corresponding out7 ,ts

obtained, compare d with the desired outputs, and an error signal generated.

This error signal is used to generate corrections to weights as follows:

Awij - n (ti(t) - oi(t)) ij(t) (2)

where Awij is the change in weight wij, n is a learning rate factor, ti is

the target output from the ith unit, oi is the actual output from the ith

unit, and i is the jth input.
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Much of the work with neural networks has focussed on simulation of
brain function, associative memory, and pattern recognition. For reasons
to be discussed in the following, we believe that neural network techniques

may also have advantages for certain types of computational tasks that are
usually addressed by more conventional computational techniques.

3. Retrieval of Temperature Profiles from Radlometric Measurements

Ground-based measurements of atmospheric brightness temperature at
several microwave frequencies permit some inference about the vertical
temperature structure of the atmosphere (Barber et al., 1986). In the 20
GHz to 60 GClz region, the measured brightness temperatures satisfy (to a
good approximation) the following equation:

Tbv - T(s) a I/(s) exp[-faV (s')ds'] ds + T exp[- F aV(s)ds] (3)

where T b- the downwelling microwave brightness temperature at frequency v

T(s) - temperature at height s
aL (s) - the absorption coefficient

and

T = the downwelling cosmic microwave background brightness

temperature above the atmosphere.

Interring atmospheric temperature structure from microwave brightness
temperature measurements thus becomes the problem of solving equation 3 to
find T(s). Problems of this type are often referred to as inverse problems
since it is relatively simple to compute Tbv from a knowledge of T(s) but

more difficult to obtain T(s) from T bv. While there are many techniques

for attacking such problems (Westwater and Sweezy, 1983), each has
limitations. Our intent in this paper is to investigate the applicability
of a technique based on the idea of the neural network to this problem.

4. Defininy. a Neural Network for the Inversion Problem

Equation 3 has a great deal in common with the linear transformation

problems of equation 2, although the transformation involved is not in
general linear. In discrete approximation, the right hand side of equation
three takes a set of temperatures defined at discrete heights and produces
from them the corresponding microwave brightness temperatures at discrete
frequencies. While this direct computation is fairly straightforward,

various obstacles exist for the inverse computation (Twomey, 1977).

Our objective is to perform the inverse calculation with a neural
network simulation. Inputs to the neural network will be measured
microwave brightness temperatures and other relevant measurements, for
example, surface measurements of temperature and pressure. Outputs will be
estimated temperature at various heights.
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As mentioned above, our intention is to train this neural network
using the delta-rule training scheme. This requires a teaching set of
irputs and their corresponding outputs. Because it is straightforward to
do the direct computation, there is a natural way to get such a teaching
set. In our case, we have assembled a large set of radiosonde
(meteorological balloon) observations of atmospheric temperature and
humidity profiles. Frcm each such profile, equation 3 permits computation
of a vector of corresponding microwave brigltness temperatures. This
vector of brightness temperatures (augmented by surface observations or
other data) can then serve as the input vector i and the radiosonde
temperature observations as the training outputs o. This neural network is
indicated schematically in figure 3.
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5. Simulations and Current Results

Implementation of the system described above is currently in progress.
Results to date consist of simulation of slightly simpler linear systems of
the form of equation I. For each of these examples, a matrix A was chosen,
arid a set of psuedo-random vectors generated (by using a random number
generator to generate their components). Next, for each random vector r,
the corzesponding vector v - A r was computed, and the resulting pairs of
vectors wcre stored in a file. Since our objective was to devise a neural

-i
network which computed r - W v, W - A is an analytic solution, which
facilitates comparison. Thus, in our examples, we were merely attempting
to invert matrices. Note that we are not advocating neural networks for
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solution of linear systems, but they do provide convenient and well behaved
examples.

The vectors r served as our input vectors, the corresponding vectoi:s v
as our training set. The training rule actually used was a modificatio.: of
the delta-rule discussed above, with the weight change for each iteraticii
given by

Awij(t) (ti(t) oi(t)) ij(t) + Aij(t-1) (4)

where a is a so-called momentum factor and Aij(t-1) is the weight

adjustment in the previous iteration and parenthecical t's refer to the
current iteration (time). Addition of this factor improves convergence
(Rumelhart, Hinton, and Williams, 1986).

The following tables illustrate the progress of a sample training
session for a 5x5 neural network. Table I shows our example matrix A.

-I
Table 2 shows the inverse matrix A as obtained by conventional line; r
algebra. Subsequent tables show the matrix W after 100 iterations, 1001
iterations, 2001 iterations, 5001 iterations, and 10001 iterations. In
each case, 1000 pairs of vectors were generated. Where more iterations
were needed for convergence, the same sets were repeatedly run through the
neural net simulation.

TABLE 1.

Original matrix A

3.0 1.0 0.0 2.0 0.0
3.0 0.0 2.0 1.0 1.0
0.0 2.0 2.0 1.0 3.0
1.0 2.0 3.0 2.0 2.0
2.0 3.0 1.0 3.0 0.0

TABLE 2.

liverted Matrix A -1

-.348 .652 .304 -.783 .435
-1.174 .826 .652 -1.391 1.217
_.609 .391 -.217 .130 .261
1.609 -1.391 -.783 1.870 -1.261
.652 -.348 .304 217 -.565
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TABLE 3.

" After 100 Iterations.

.249 .190 .059 -.040 -.008

.019 -.095 .170 .085 .336
-.566 .345 -.195 .139 .234
.290 -.367 -.199 .188 -.274
.349 -.112 .443 -.174 -.337

TABLE 4.

" After 1001 Iterations

-.046 .431 .180 -.443 .176
-.573 .385 .405 -.716 .703
-.595 .381 -.223 .146 .249
.932 -.895 -.505 1.109 -.682
.496 -.233 .369 .041 -.431

TABLE 5.

H After 2001 Iterations

-.208 .550 .247 -.625 .315
-.896 .622 .538 -1.079 .979
-.602 .387 -,220 .117 256
1.295 -1.161 -.654 1.517 -.993
.580 -.295 .334 .136 -.503

TABLE 6.

" After 5001. Iterations

-.334 .642 .299 -,767 .423

-1.146 .806 .641 -1.360 1.194
-.608 .391 -,218 .131 .260
1.578 -1.368 -.770 1.835 -1.234
.645 -.343 .307 .209 .559
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TABLE 7.

WAfter 10001 Iterations

-.348 .652 .304 -.782 .435
-1.173 .826 .652 -1.391 1.217
-.609 .391 -.217 .130 .261
1.608 -1.391 -.782 1.869 -1.260
.652 -.348 .304 .217 -.565

6. Conclusions and Future Plans

Although the process of convergence is quite slow, with the weight
matrix showing little resemblance to the inverse matrix even after 1001

-1
iterations, W does gradually converge to . Rate of convergence is
affected strongly by the size of the parameters a and ?7, and by the choice
of training vectors.

Because of the simplicity of the cases addressed to date it is not yet
feasible to judge the usefullness of the method. The results for the
simple linear systems are encouraging, but we have yet to addresr the
difficulties posed b, non-linear systems or even the more familiar
difficulties associate with ill-conditioned linear systems.
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Decision Support System Software
for the Battlefield Environment1

S. A. Barrett, S. W. Barth, and K. H. Gates
PAR Government Systems Corporation

New Hartford, NY 13413, USA

ABSTRACT

PAR Government Systems Corporation AI Group has developed
generalized decision support system (DSS) software to aid in building
decision aids for battle management. The modular DSS software is
comprised of a blackboard system framework coupled with an expert
system framework, augmented by packages for menu-driven windowing
and map feature presentation. The ,oftware hiq been used to build a
decision aid to support a Command, Control, and Communications Order
of Battle (C 3 OB) analyst in identifying fixed and mobile targets on the
battlefield.

1. INTRODUCTION

Decision support systems for battle management often require
manipulation of a wide range of modelled entities and application of
diverse problem-solving methods. Additionally, the decision-making
process which is supported by the system may evolve or rhang-
dramatically as new approaches to the problem are formulated. Decision
support system (DSS) software which is modular in design and may be
flexibly configured can reduce the amount of effort needed to generate
new decision support systems as well as to modify existing decision
support systems over their lifetimes.

PAR Government Systems Corporation AI Group has developed
generalized decision support system software under contract to Rome Air
Development Center. The software was developed to facilitate the
creation and modification of decision aid prototypes to support Command,
Control, and Communications Order of Battle (C 3 OB) analysts in

1This work was supported in part by Rome Air Development Center
contract F30602-C-87-0112.
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identifying targets for which C3 countermeasures (C 3 CM) may be
effectively employed. The software is comprised of a framework for
building blackboard systems, a rule-based expert system framework, a
menu-driven windowing package, and a map feature presentation
package. The software was developed with currently available hardware
as the intended delivery platform.

This paper describes the generalized decision support system software
and an application that is currently under development. Section 2
provides a high level description of the hardware and software
environment for which the system software was developed. Section 3
describes each of the major software components of the DSS software.
Section 4 describes an application of the software system to a battle
management problem.

2. ENVIRONMENT

2.1 SOFTWARE ENVIRONMENT

Table 1 contains a description of the software environment employed
by the generalized DSS software. Much of the software environment was
selected for reasons of portability. A decision support application (or
decision aid) may be developed (with the exception of the graphical
interface) on one of many other UNIX-based systems, due to the portability
of the expert system and blackboard system frameworks, which are written
in fhe C and C++ programming languages. The selection of the XENIX
operating system was motivated by our contract's intended delivery
environment.

TABLE 1. GENERALIZED DSS SOFTWARE ENVIRONMENT

C programming language
C++ programming language
Object-Oriented Program Support library
XENIX V (2.3) operating system

The C++ programming language (Stroustrup, 1986) was chosen in
order to take advantage of object-oriented programming techniques for
creating a modular and extensible blackboard system framework. C++ is a
superset of the C language which supports object-oriented programming
(among other things), and is implemented as a translator which emits C
source code. Thus, it retains most of the portability of the C language. The
Object-Oriented Program Support (OOPS) library, developed at the
National Institute of Health (Gorlen, 1986), provides a set of C++ classes
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from which many of the blackboard system framework components are
built.

2.2 HARDWARE ENVIRONMENT

Table 2 contains a description of the hardware (delivery) environment
for the generalized DSS software. The selection of the hardware was
motivated by its similarity to that of the Intelligence Work Station (IWS)
used by the 9th Tactical Intelligence Squadron (TIS).

TABLE 2. GENERALIZED DSS HARDWARE ENVIRONMENT

IBM PC/AT with Intel 80386 processor
13" color console with EGA card
19" color monitor with 8-bit IMAGRAPH board
3-button mouse

The 13 inch color console with extended graphics capability is used by
the menu-driven windowing software. The 19 inch color monitor is used
by the map feature presentation package. Although a mouse with three
buttons is indicated in the table, only one button is needed for the current
software.

3. DECISION SUPPORT SYSTEM SOFtWARE COMPONENI S

The decision support system software is comprised of four
components: a blackboard system framework, an expert system frame-
work, a menu-driven windowing package, and a map feature presentation
package.

3.1 BLACKBOARD SYSTEM FRAMEWORK

The Blackboard-Building Tool for Hierarchical Inferencing Gadgets
(BBTHING), is a library of building blocks whicl ,-av be used to
implement systems based upon the blackboard model ,', 3blem solving
(Nii, 1986a; and Nii, 1986b). The library provides classtb of blackboard
system components which may be specialized or used directly in
configuring a blackboard system.

3.1.1 The Blackboard Model of Problem Solving

The biackboard model of problem solving is one in which all
information about the problem solut on is kept on a hierarchically
organized global data structure called the blackboard. The knowledge
about how to solve the particular problem is split into logically
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independent knowledge sources which respond to changes occurring on
the blackboard. There is no rigid control structure which directs the
problem-solving activity. Instead, knowledge is applied to the problem
opportunistically. Problem solutions are produced incrementally via
changes to the blackboard made by the knowledge sources.

The structure of a blackboard for a given system is entirely dependent
upon the concepts or entities which describe the solution space. The
blackboard is usually divided into a hierarchy of levels of analysis
appropriate for the intended problem-solving activity. Each le%7el of the
blackboard is populated by objects which are germane to that particulai
level of analysis. Relationships between objects are represented by links.

Changes to the b!ackboard may only be made by knowledge sources,
which contain pieces of domain knowledge needed to create a solution to
the problem. This knowledge may be in the form of procedures or rules.
Each knowledge source may transform information on one level of the
blackboard into information on other blackboard levels.

Knowledge sources operate independently and opportunistically. All
interaction between knowledge sources takes place via explicit changes to
information on the blackboard. Each knowledge source keeps track of the
conditions under which its knowledge may be applicable to the problem-
solving process. When those conditions arise, the knowledge source tries
to apply its knowledge to a portion of the current partial solution.

3.1.2 The Blackboard Framework (BBTHLNG)

Though different blackboard sybtems tend to vary widely in their
configurations, their components tend to be similar in functionality.
Several attempts have beer, made to provide generalized blackboard
system components (Nii and Aiello, 1979; and Hayes-Roth 1985).
BBTHING is just such a package. Object-oriented programming
techniques were employed to design a set of building blocks which could
be easily extended and configured to implement systems using a
blackboard architecture.

BBTHING is a library of C++ classes representing typical components
of blackboard systems. These classes may be used as they are or as a
starting point for designing new component classes. New component
classes which are derived from a class in the library inherit the behavior of
that class of component (unless overridden by the designer). This gives
the blackboard designer some leverage; a little programming effort results
in a lot of functionality. Table 3 shows a hierarchy of classes which are
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available to the blackboard system designer. Each of the groups of classes

will be described briefly below.

TABLE 3. BBTHING CLASS HIERARCHY

Blackboard
Level
Node
Event

Clock Event
Initialization Event
Periodic Event

Event List
Clock Event List

Event Selector
LIFO Selector
FIFO Selector
Clock Selector

Event Strategy
Do One Strategy
Do All Strategy
Do Due Strategy

Knowledge Source
ERS Knowledge Source

Activity
Focus
Focus List

Focus Queue
Focus Stack

The Blackboard class is the class whose elements are configured to
create a blackboard system application. The blackboard class coordinates
the activities of the various levels, event lists and focus lists which are in
the configured system.

The Level class implements a level in the blackboard hierarchy. Its
primary function is to hold node objects of different types and to act as a
data base which responds to queries about those nodes. Node storage and
retrieval techniques may be customized by deriving a new class from the
Level class.

The Node class provides the basic functionality of an object on the
blackboard. Each blackboard system will typically have many classes of
objects derived from the Node class, depending upon the model of the
problem domain.
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The Event classes provide the mechanism for signalling changes to
the blackboard which "trigger" knowledge sources into action. Each
blackboard system will have its own set of eveni types, depending upon
the approach to the decision-making process which has been adopted and
the knowledge sources that have been created to implement that
approach. BBTHING provides a basic Event class, from which most
domain-specific events will be derived. It also provides a Clock Event
class for events which must occur at a specific time. Periodic Events are
those events which are to recur at a given interval of time. An
Inialization cve-,t is aiomatically generated by the Blackboard to initiate
processing.

The Event List classes contain the Event objects which signal changes
to the blackboard data, and coordinate the processing of these events. The
Clock Event List class contains all Clock Event and Periodic Event objects.
Each event list uses an Event Strategy object to determine whether some
of its events should be processed next. If the current event strategy
indicates that an event should be processed, the event list uses an Event
Selector object to select the appropriate event to process. Event processing
consists of finding Knowledge Source objects which are "triggered" by the
event, and asking the blackboard to add and Activity object to its agenda.

The Event Strategy classes provide different strategies for processing
events in a particular event list. A Do One Strategy object only lets an
event list process a single applicable event before relinquishing control to
the next event list. Applicability is determined based upon the
blackboard's current Focus object. A Do All Strategy object allows the
event list to process all applicable events before relinquishing control. The
Do Due Strategy class is used by Clock Event Lists to determine whether
any Clock or Periodic Events require attention. New strategies for
processing events may be created by deriving a new class of event strategy
from the Event Strategy class.

The Event Selector classes provide different styles of event
management. The LIFO Selector class makes an event list operate as a
stack, while the FIFO Selector class makes an event list operate as a queue.
A Clock Selector object is used by Clock Event Lists to select those Clock
and Periodic Events which are due for processing. Additional styles of
event management may be implemented by deriving a new class of event
selector from the Event Selector class.

The Knowledge Source classes provide the basic functionality for
knowledge sources within a blackboard system. Different methods of
solving subproblems on the blackboard may be generated by deriving new
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knowledge source classes from the Knowledge Source class. The ERS
Knowledge Source class provides a linkage to the Embedded Rule-Based
System, allowing a rule base to function as a knowledge source.

The Activity class is used to create objects which describe triggered
knowledge sources, indicating places on the blackboard where the
expertise of the knowledge source is to be applied.

The Focus class is used to create objects which narrow the focus of
processing to either certain types of events, certain types of nodes, or a
particular knowledge source. The focus objects may be generated by a
knowledge source and added to the blackboard's Focus List object.

The Focus List classes implement strategies of focussing the problem-
solving behavior of the blackboard. The Focus Queue and Focus Stack
classes implement FIFO and LIFO focussing, respectively. New styles of
focus management may be implemented by deriving a new class from the
Focus List class.

3.2 EXPERT SYSTEM FRAMEWORK

The expert system framework used in the decision support system
software is the Embedded Rule-Based System (ERS) (Barth and Quinn-
Jacobs, 1986). ERS is a framework for developing rule-based applications
which uses a probabilistic inferencing mechanism similar to that of
PROSPECTOR (Duda, Hart, and Gaschnig, 1979). ERS may be used to
create consultation systems, which query the user for data or beliefs, or
embedded systems, which access and modify external data during
inferencing. The framework is written in the C programming language
and is available for a variety of operating systems.

The ERS framework consists of an inference engine and rule base
parser. Rules are written in the ERS rule base language using any text
editor. (ERS rule base language templates are available for the GNU
Emacs text editor, which simplifies rule base generation considerably.)
During run-time initialization, the rule base file is parsed and compiled
into an inference network data structure. The inference engine uses this
data structure to drive the decision-making process.

The inferencing process in ERS may involve gathering evidence from
the user, as is usually done in expert consultation systems, or from a set of
application-dependent functions which interact with existing data sources,
or both. As sufficient evidence is gathered, conclusions or advice may be
reported to the user as statements of degree of belief for the top-level goal
hypotheses that were defined in the rule base. Actions my be executed to
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change data, or some device, based on the certainty of these hypotheses.
The system continues gathering evidence, taking actions, and/or reporting
advice until no more evidence remains to be gathered, or until the user
issues a quit command.

Knowledge engineering to build a rule-based system involves an
iterative and incremental development process (Hayes-Roth, Waterman
and Lenat, 1983). In using ERS, this process consists of a development
cycle which can be broken down into several phases.

First, expert knowledge must be obtained from domain specialists, or
other sources of expertise, and represented in the ERS rule base language.
If the application is to be embedded in other software, some rules may
require actions to be taken on a data base or device, and others may require
input from data bases or devices as evidence. Functions that perform
actions and evidence tests must be coded and tested.

As rules are developed, performance of the system can be evaluated by
running ERS with the partially-completed rule base. Through evaluation
of system performance and the explanation and debugging facilities
provided by ERS, problems with the rules can be identified. These
problems can be corrccted by editing the rule base file to modify existing
rules or add new ones.

The cycle of modifying the rule base and evaluatiinLg system
performance then continues, with resulting incremental improvements
to the rule base. Methods for evaluating the system's performance will, of
course, depend upon the particular application of ERS, but, in general,
such techniques involve comparing the system's performance to that of
human experts (Adelman and Gates, 1983; Gaschnig et al., 1983).

ERS has been used for several expert system applications at PAR
Government Systems Corporation, including decision aids for military
unit identification and assessment of enemy intentions, analysis of data
on foreign space launches, evaluation of geographic data for minefield site
location, and detection of changes in digital imagery to determine air order
of battle. In general, ERS can be used for any kind of application for which
a probabilistic, goal-driven, backward-chaining inference mechanism is
appropriate. ERS seems best suited for applications involving some kind
of diagnostic task, inferring underlying causes or states from observed
evidence of symptoms, with rules that involve uncertainty.
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3.3 MENU-DRIVEN WINDOWING PACKAGE

The menu-driven windowing package was developed for the current
hardware and operating system environments. The package is a partial
implementation of Microsoft Windows which runs under the XENIX
operating system. The package includes the usual complement of
windowing facilities such as overlapping windows, drop-down menus,
scrolling text fields, control panels, check boxes, activation buttons, and
mouse-sensitive icons. The package operates in color using the EGA
option of the IBM PC/AT and is operated by using the mouse as a pointing
device.

3.4 MAP FEATURE PRESENTATION PACKAGE I
The map feature presentation package is used to display World Data

Base II map information on a high-resolution color monitor. While the
package is relatively unsophisticated, it does include such capabilities as
software zooming and panning, selectable display of feature types, labels
on major features (such as cities), display of icons, and point to point
distance measurements. The package is also capable of overlaying the
graphics with a labeled grid of latitude-longitude lines.

4. AN APPLICATION OF DECISION SUPPORT SYSTEM SOFTWARF

Under our current contract for RADC, the generalized decision
support system software has been used to implement an advanced
development prototype decision aid supporting the 9th Tactical
Intelligence Squadron within the Tactical Air Control Center (TACC) of
the U.S. Central Command Air Forces (USCENTAF). The decision aid is
designed to assist C 3 OB analysts by providing a structured approach to the
identification of targets for which C3 countermeasures (C 3 CM) may be
effectively employed.

The decision aid consists of a pair of subsystems, Identification of
Command and Control Operations Nodes (ICON) and Threat Event
Analysi. Methodology (TEAM). Figure 1 shows a very high level view of i
the architecture of the ICON/TEAM decision aid.

I
I
I
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FIGURE 1. High-level ICON/TEAM architecture. The ICON subsystem
consists of the blackboard, knowledge sources (labelled KS)
and the Embedded Rule-Based System. The TEAM subsystem
is subsumed by the TEAM half of the MMI module.

4.1 ICON

The ICON subsystem uses object-oriented programming techniques to
model C3 nides and their organizational structure. ICON is implemented
as a blackboard system with a combination of rule-based Ind algorithmic
knowledge sotirces. The rule-based knowledge sources use ERS to provide
the required inferncing capability. The models of the nodes and
organizational structure are used by the knowledge sources and FRS to
identify C1 nodes from incoming correlated intelligence data.

The initial prototype of the ICON subsystem includes 6 C1 nodes and
their subordinate hierarchies. Table 4 lists the nodes to be identified by the
initial ICON prototype.
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TABLE 4. INITIAL ICON PROTOTYPE C3 NODES

Combat Control Center (CCC)
Combat Control Group (CCG)
Vectoring and Target Designation Point (VTDP)
SA-4 Brigade Command Post
SA-6 Regimental Command Post
SA-8 Regimental Command Post

4.2 TEAM

The TEAM subsys'em is a partial implementation of the TEAM
concept. The TEAM concept, sponsored by Tactical Air Command
Headquarters, is a methodology for assessing C3 target values, evaluating
the effect of friendly electronic combat capabilities, and determining the
best application of available assets.

The TEAM subsystem consists of object-oriented models of C3

structures and events for various tactical situations. For example, a typical
SAM engagement sequence would be represented as a TEAM process
model. The descriptions of the events make use of the Node and Network
models that are a part of the ICON subsystem.

The MMI module lets the user review the TEAM process, which are
depicted graphically, to support analysis of the current situation in the
ICON/TEAM decision aid.

5. SUMMARY

We have described a generalized package of decision support system
(DSS) software to aid in building decision aids for battle management. The
DSS software, comprised of a blackboaid system framework coupled with
an expert system framework, has been used to build a decision aid to
support a Command, Control, and Communications Order of Battle
(C 3 OB) analyst's task of identifying fixed and mobile targets on the
battlefield. The motivation for developing such a package was the
requirement for flexibility in configuring decision support systems, due to
the changes which may occur in the approach to solving battle
manageaLent problems. The generalized DSS software package is modolar
in design and may be flexibly configured to reduce the amount of effort
needed to generate new decision support systems as well as to modify
existing decision support systems over their lifetimes.
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AVENUE OF APPROACH GENERATION

D. Powell and G. Storm
Los Alamos National Laboratory

Los Alamos, NM 87545

ABSTRACT

Los Alamos National Laboratory is conducting research on developing a
dynamic planning capability within an Army corps level combat simulation.
Central to this research is the development of a computer based ability to
"understand" terrain and how it is used in military planning. Such a capability
demands data structures that adequately represent terrain features used in the
planning process. These features primarily relate to attributes of mobility and
visibility, Mobility concepts are abstracted to networks of mobility corridors.
Notions of visibility are, for the purposes of planning, incorporated into the
definition of key terrain. Prior work at Los Alamos has produced algorithms to
generate mobility corridors from digitized terrain data. Mobility corridors, by
definition, are the building blocks for avenues of approach, and the latter are the
context in which key terrain is defined. The purpose of this paper is to describe
recent work in constructing avenues of approach, characterization of avenues
using summary characteristics, and their role in military planning.

1. INTRODUCTION

According to military doctrine (CGSC 1986) understanding the restrictions and
opportunities offered by terrain is fundamental to the planning of a mission. The
military utility of an area is viewed from the perspectives of observation and fire,
cover and concealment, obstacles, key terrain, and avenues of approach and
mobility corridors (OCOKA). Earlier work at Los Alamos (Powell 1987),
proposed conceptual approaches to the computer analysis of digitized terrain in
support of terrain analysis. A companion paper (Powell et al. 1988) details work
in computer based terrain analysis based on these concepts. While other work in
computer based terrain analysis exists (Welo, 1986; Diaz et al. 1986; plus a large
body of work at Engineering Topographic Laboratory and Waterways Experiment
Station), it primarily is for visual interpretation by a human analyst or planner.
The Los Alamos effort is directed to the autonomous interpretation of the terrain
data structures by a computer, to support computer based planning activities for
subsequent execution within a combat simulation. This approach requires the
extraction and representation of relevant terrain features as well as the modeling
of basic terrain analysis skills used by military analysts.
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2. TERRAIN DATA

The terrain data base used is a 97 by 125 kilometer region near the inter-
German border (lower left hand reference is NA0063). The data are 100 meter
resolution, each terrain point is annotated with several attributes describing
surface and cultural features. Although the terrain computations are described in
detail elsewhere (Powell et al. 1988), briefly, the terrain data are processed to
ascertain mobility attributes: go, slow-go, and no-go as defined by doctrine
(CGSC 1986). Next, no-go terrain points are aggregated into regions, the
boundaries of which are processed to determine mobility corridors. Mobility
corridors are relatively open areas that permit movement and maneuver for a
given size unit. Mobility corridors are modeled by a network of nodes and edges.
Edges maintain information on mobility within the corridor, corridor width
characteristics, and measures of distance, cover, and concealment. Avenues of
approach are constructed from mobility corridors that satisfy size and proximity
criteria.

An avenue of approach for a given size unit consists of two or more mobility
corridors for units one size smaller, e.g. a brigade avenue of approach contains
two or more battalion size mobility corridors. The constituent mobility corridors
must satisfy certain distance criteria, given in Table 1.

TABLE 1. AVENUE OF APPROACH SIZE

Avenue of Approach Mobility Corridor Proximity (Km)

Division Brigade or Regiment 10
Brigade or Regiment Battalion 6
Battalion Company 2

3. CHARACTERIZATION OF AVENUES OF APPROACH

3.1 DATA STRUCTURES

The terrain objects are represented by the Symbolics-Lisp Flavor System;
this facet of Symbolics-Lisp allows real-world entities and their characteristics to
be modeled as lisp objects. Mobility corridors, for example, have characteristics
such as length, width, cover, etc.; a mobility corridor can be modeled by a lisp
object with those same characteristics. This is a method referred to as object
oriented programming.

Since many real-world entities have characteristics in common, object oriented
programming provides a convenient method for modeling the common
characteristics of separate entities. A hierarchical representation of common
characteristics of terrain objects is facilitated by an inheritance mechanism. For
example, avenues of approach and mobility corridors are separate entities, but
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they do have common terrain characteristics, such as cover, concealment, and
average with. At the same time, mobility corridor objects will have
characteristics, such as sidelines, that avenue of approach objects will not have,
and avenue of approach objects wili have characteristit:s that mobility corridors
will not have. Therefore, a class of general terrain characteristics can be defined
so that both avenue of approach objects and mobility corridor objects will inherit
their common characteristics from the same source. The values of the inherited
characteristics will be unique to the specific object that they are associated with.
This hierarchical inheritance mechanism accurately models the similarities of real-
world entities.

This program models three main classes of objects: edges, mobility corridors,
and avenues of approach. Each of these objects contains terrain characteristics
combined with individual characteristics. Fig. 1 shows the relationship between
these objects with their unique characteristics and the common characteristics
that they each inherit.

EDGE
1. node list

TERRAIN CHARACTERISTICS 2. start and stop nodes
1. width 3. parent

4. child
2. total distance
3. mobility estimate MOBILITY CORRIDOR
4. cover 1. edge list
5. concealment 2. side lines

6. road edges 3. type

7. canalization AVENUE OF APPROACH
1. mobility corridor list
2. type
3. metric distances

Figure 1. Inheritance of terrain characteristics by edges, mobility corridors, and
avenues of approach.

Edge objects are the fundamental building blocks in this method of avenue of
approach generation. Each instance of an edge object contains terrain
characteristics as well as node coordinates used to map the edge. In addition,
since edge instances are linked together to form mobility corridor instances,
parent and child fields are used to track the edge instances that form a corridor.

As stated above, an instance of a mobility corridor object is made up of edge
instances. The terrain characteristics of the edges are combined to give the
corridor its terrain characteristics. Mobility corridor instances have an edge list,
side lines, and type associated with them as well.

The avenue of approach instances are built from the mobility corridor
instances. Htere again it is the terrain characteristics of the mobility corridor
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instances tha+ are used to determine the terrain characteristics of the avenue of
approach instance. The avenue instances have a mobility corridor list, a type, and
a metric of the distance between corridors.

There are two other important objects. The area of interest designates the
area of the terrain within which the search for avenues will take place. Presently
the area of interest is a closed polygon. The exclusion list contains the edges that
cross or intersect the boundary of the area of interest. They are used as the start
and stop edges for finding mobility corridors.

3.2 COMBINE EDGES INTO MOBILITY CORRIDORS

Generation of a mobility corridor instance begins with the selection of two
exclusion edges from the exclusion list. These two edges form the start and stop
edges of the mobility corridor. An A* path finding algorithm (Nilsson 1980;
Winston 1984) locates the minimum cost path, if it exists, with respect to a cost
function based on the length of the mobility corridor. One mobility corridor
instance is generated for each combination of two exclusion edges.

Once the mobility corridor instances are obtained, they are classified according
to size (Table 2). Note that a mobility corridor of a particular size is technically an
avenue of approach of the next smaller size; e.g. a battalion mobility corridor can
be considered a company avenue of approach. Each of the edge instances used to
form a mobility corridor instance has associated with it some average width. The
width used to categorize a mobility corridor instance is the average of the widths
of the edge instances.

TABLE 2. MOBILITY CORRIDOR WIDTH

Mobility Corridor Size Minimum Doctrinal Width (Km)

Division 6.0
Brigade or Regiment 3.0
Battalion 1.5
Company 0.5

4. CONSTRUCTION OF AVENUES OF APPROACH

4.1 COMBINE MOBILITY CORRIDORS INTO AVENUES OF APPROACI I

Mobility corridor instances of the same size are evaluated to determine if they
satisfy the proximity criteria listed in Table I. If the proximity criteria are
satisfied, then the two mobility corridor instances in question can be combined
into an instance of an avenue of approach. A measure of the distance between the
mobility corridors, or a metric, is devised and used to estimate proximity.
Application of relevant metrics to mobility corridor descriptors seems to have the
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highest fidelity to doctrinal terrain feature definitions. Although other conceptual
approaches to evaluating proximity exist, this work investigates the derivation
and application of suitable metrics.

4.2 MAXMIN METRIC TO DETERMINE DISTANCE BETWEEN MOBILITY
CORRIDORS

The MaxMin metric of two mobility corridor instances is calculated in the
following manner: first, the minimum distance from one node of one of the mobility
corridor instances, called the reference mobility corridor, to each node on another
mobility corridor !nstance is found. This is repeated for all nodes on the reference
mobility corridor instance; the maximum of these minimum distances is the value
of the MaxMin Metric. Equation (1) describes the MaxMin metric where M and
N are mobility corridor instances, nMi is the ith node of corridor M, nNj is the jth
node of corridor N, and d(x,y) is the Euclidean distance metric.

(M, N) - max min d( nMi, nNj) (1)

i j

By varying the line of reference that the nodes come from, there are three
meaningful variations of the MaxMin metric. The first variant applies the MaxMin
metric to the center lines of the mobility corridors. Each mobility corridor has
associated with it a center line that splits the corridor into two halves; the center
line traces the direction and length of the corridor. In addition to the center line,
each mobility corridor has associated with it two side lines. The side lines are
defined to follow the direction of the corridor at a distance of half the corridor width
from the center line. The inner side and outer side of a mobility corridor are
defined when determining proximity; the inner side is the side that is closest to
the other mobility corridor being evaluated. Conversely, the outer side of a
mobility corridor is the side farthest from the other mobility corridor. The second
variant, the inner MaxMin, is the MaxMin metric using nodes on the inner side
lines of the mobility corridors. The third variant, the outer MaxMin, uses nodes
on the outer side lines.

The notion of mutual support between forces on the mobility corridors is
reflected in these variants of the metric. Mutual support is the extent to which a
friendly force on one mobility corridor will be able to provide direct or indirect fire
to support a friendly force on another corridor. Using this military interpretation,
the outer MaxMin guarantees the greatest level of mutual support. Mutual
support is always possible regardless of the random placement of the friendly
forces on their respective corridors. The center line MaxMin reflects an average
capability to provide mutual support, the assumption is that both forces will
remain on the center line of their corridor. Mutual support regarding to the inner
MaxMin is only possiblc when both forces are on the inner sides of their
corridors; this is the lowest level metric in terms of mutual support provided.
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Reference Mobility Corridor Second Mobility Corridor

Figure 2. The center line, inner, and outer MaxMin distances.

Figure 2 shows the center, the inner, and the oute~r line MaxMin distances
from the reference mobility corridor to a second mobility corridor.

4.3 CLASSIFICATION OF AVENUES OF APPROACH

Using the notions of proximity provided from the above metrics, the criteria
listed in Table 1 can be used to identify and class the avenues of approach, but
this classification is not always straightforward. In the case of extremely wide
mobility corridors, there can exist a large difference between the proximity
estimates of the MaxMin variants. A interesting situation arises when one or
more of the metrics meet the criteria while the other metric(s) fail. Resolving this
difference for a particular situation requires modeling the tactical judgement used
by human analysts in similar situations.

While only two mobility corridors are now considered in the generation and
classification of avenues of approach, additional corridors could be used. A three
mobility corridor avenue would provide less restrictive mobility as well as
increased mutual support. Modification of the metrics would provide a means for
estimating proximity on three or more mobility corridors.

4.4 AN EXAMPLE OF AN AVENUE OF APPROACH

Figure 3 provides an example of a brigade avenue of approach generated from
two mobility corridors. The solid dark lines are the edges that form the mobility
corridor network through the German terrain. The dashed lines outline the area of
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interest; the base is designated with longer dashes. The location where edges
intersect the area of interest boundary are shown by the circles. The two mobility
corridor instances are highlighted. At the right of the figure, a summary of the
metrics is listed. Under the heading MaxMin Metric, the outer, center line, and
inner values are shown. The avenue of approach formed, in this figure, has been
classified as a brigade avenue according to the center line and inner values,
because they are within the brigade criteria listed in Table 1. Note how much
larger the outer value is with respect to both the center line and inner values.

FOUND BRIGADE AVENUE:

OUIER - 10115.
CENTER L NE - 5555.4 .

IER 86

Figure 3. An example of a Brigade Avenue of Approach.

5. RELATION OF AVENUES OF APPROACH TO PLANNING

Given the avenues of approach, the planner may now focus developing courses
of action. While determining courses of action, the planner must array the forces
necessary to accomplish the mission. Table 3 shows the size units to be arrayed
at various planning levels and the size avenue of approach utilized.

TABLE 3. PLANNING GUIDE FOR LEVEL UNIT TO BE ARRAYED

Planning Level Avenue Size Array Force

Corps Division Brigades
Division Regiment and Brigade Battalions
Brigade Battalion Companies
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The initial array differs for offensive and defensive courses of action. In the
offense, the process of arraying forces begins by allocating forces to all avenues of
approach. The allocation is determined by the enemy units positioned to affect the
friendly forces moving along the avenue. The array should give the planner an
understanding of the number of forces needed to attack along all the avenues. For
defense, forces are arrayed to block the enemy avenues of approach into the unit's
area of operations. Here again, the planner should gain an understanding of the
forces needed to provide a sound defense.

CONCLUSION

Thorough terrain analysis is essential in planning a mission. Computer based
planning is being aided by representation of domain concepts and processes, e.g.
human terrain analysis skills. A foundation of work aimed at deriving and
representing avenues of approach generation has begun. Several metrics for
determining the distance between mobility corridors have been formulated, but the
work is incomplete. More study and evaluation is required to asses the validity of
this approach.
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Representations to Support Reasoning on Terrain

D. R. Powell, J. C. Wright, G. Slentz, and P. Knudsen
Los Alamos National Laboratory

Los Alamos, New Mexico 87545, USA

ABSTRACT

Los Alamos National Laboratory has been cooperating with the Training and
Doctrine Command of tile US Army to develop a Corps level combat simulation for
quick turn around studies. The simulation of ground combat requires representation of
combat units, unit activities, command and control, and terrain. This simulation model
emphasizes command and control with particular attention to the potential for automatinge
operational planning. As terrain analysis is an essential part of Arny operational
planning, this has direct influence on the representation of terrain. The availability of
digitized terrain makes it feasible to apply computer based techniques to emulate the
terrain analysis process for use in the planning cycle. This paper describes processes
used to calculate relevant terrain features for use in a simulation model.

INTRODUCTION

Combat simulations have become a major tool in analyzing military operational
capabilities. In general, these simulations model the physical processes quite well,
particularly in contrast to decision making processes, which are often poorly modeled.
Improvement in modeling cognitive processes should start with command and control.
Significant improvement of the fidelity of representation of command and control
functions in combat sinulations requires the development of a planning capability for
the units in the simulation, producing data that is subsequently executed by the model.
Currently most mission planning is done by analysts, who develop a detailed event
scenario to be input into the simulation. Tools to support an automated planning system,
used as a scenario builder, would greatly reduce the labor intensive process of scenario
development and consequently, study turn around time. However, the development of
planning tools for these applications depends on the computer emulation of the
u nderlyin g analyses presently performed by military planners, in particular, terrain
analysis (Bonasso 1988, Powell 1987).

The operational planning process (CGSC 1986) includes mission analysis, terra in
analysis, analysis of enemy dispositions and capabilities, and analysis of own troops.
Terrain analysis focuses on the im ilitary aspects of the terrain and their effects on friendlv
and enclly capabilities to move, shoot and communicate. Militarv planners are tau.tght to
evaluate terrain in terms of observation and fields of fire, cover and concealment,
obstacles, key terrain, and avenues of approach (OCOKA). To support computer based
reasoning, data Structurepresen ti relevant features used by' milIi tarl sed
to be implemented. In terrain analysis, relevant features ar1e extracted for use in the
planning process, e.g. no-go terrain, mobility corridors, and avenues of approach. The
computation of mobility attributes is straightforward. Mobility corridors are relatively
open areas that avoid no-go regions and provide doctrinally adequate maneuver space.
They pernit relatively free movement and are classified according to the size of unit that
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TABLE 1.TERRAIN D)ATABASE A'ITRIBUTES

Elevation mneters
Vegetation Height meters
Urban none, present
Hydrology none, fordable river, non-fordable river, lake
Soil 'ype miuskeg, fine grained, coarse grained, heavy clay
Power Lin~es none, present
Bridges none, present
Land Use Code open water, cropland, pasture, coniferous forest,

deciduous forest, forest clearing, orchard or
vineyard, dense brushland, open brushland,
wetlands, peat Cuttings, abandoned agriculture,
bare ground or sand dunes, Surface mines, uirban

Road Type none, auitobahn, primary, secondary, trail
Obstacles none, embankmtent or ditch, wall or fence, other

manmllade, mli iitarv
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TABLE 2. NO-GO MOBILITY CRITERIA

" Built up areas wider than 500 meters,
" Waterways that cannot be forded or spanned,
" Slopes of 45 percent or greater uphill,
* Trees more than six inches thick and less than 20 feet apart,
* Elevation variations more than 200 meters per kilometer,
* Minefields, tank ditches, barriers, or other obstacles,
" One trail per kilometer and no hard surface roads (except in open areas).
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boundaieIs. A separation1 dilstance IS cho(senI andI recionTS With bouni-es 01,111 than 1o:
SepaIratu(I n distanIce a11e comblined Under thle Rule thiat thick featuires can) conihiue 'e itli
thick or linlear clrue but wiear ['cature's canno0t conibiu1cW11 witholier lineartures

ihis roccs eliinats nlonl-noco ro.eiolls with Iidth less thanl thle separaion1I) dis"tance.
ht mayI lav c ertainC Ut ~ neartMQk fe.awures unaffemcd. Next, bounda-,r Ies of' IIi I ck r: -,I PII 'us arC

'dn)tlc b Clertii the conv ex huLll o1' thle reCion1. GivenI a rationale1 thait l1inear
icturI s ca bSC e realdily Ira hel andl thI II ck fea tuLIres aIre s,,I nIfI-canIt obstaI.-Cs. t I Ie

reianrclinear features ie icutored aind the tick rcion01S are a1"sturrred to reprICcnr the
dloIniIa'lnt aIreas of, hin1derine- terrain. F1ictirec 2 sho0\k.s thle reuto t ll,-' tire
acc-re~atio ii process w ith ai 3)) meter separationi distance to tilie data of' Fi-ure IThe
co)Iilemenllclt of these r-ec-ionIs is the domal"in for miobility C)Icrios. Thebure he
th1ick recion1s aIre smo1othed to reliloe local1 conlcavities aind then Iiput to c( )illptite
11 h ilitv corridors,. Pianar dconli position methlods ie a1pliedl to tis set of' pn(1it"t
cr )l1111u te Corridor linles andi widfths.

N10O11ITY CORRIDOR GFNFRION

.N oloiIitv corridor ,ctneraiti is baIsed onl twoo methods to par titi ml the plan11e.
DlJlaunaV dCompo11)(sitionI anld ThiCsserI trNinlaZt ion (Renka 1981, Coway t ct al. ]lO X,

va aw et a11. 1 984, S1 ha1is et al. 1975, A\sano et al. 1985, NI eli! 'orn 1984. ainkl Cli ne et
a.I 98S) Wil Iiio Imx fica''nis, these par-tit ionis idleritif\' thle esse lit ial eIlli ni for

eratn iTh i-i t\' COrrid1(0ws. These elemients aIre a piec- o Ise linear curve iden ltit fine' theo.
re fere nec Ii tie'' of the cridor and widths ortho1 0onal to thle refericIi 11ie 1 1 r each lineCr1

seenrer1cit. The wkiths idlentif'y the corridlor boundaries ando~ enal~e the cluainof'
sri1 11111a1rN attributes.

De latin a v (leCOIIIiposi lion is a tchn ~ir( tic for clivid ing hyperspace Into rc,_ions basecd
()I c h sest tiei el bors. It Is djefinled as follows :II

Givenl at finite set f (list i net points (nodes) inI n-space, at Dehuianay
(IccOmpitiontlm saltisf-ies the fOllowineg conilt(ins
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FIGURE 2. Aggregates of no-go terrain based on 300 m separation distance.

a. Each region R contains exactly one node,
b. The interios ,f l ,'icons -c point-wise disjoint;
c. For any point P within any region R, the distance between P and the
node within R is less than the distance between P and any other aode.

For the purposes here, n-space is two dimensional; therefore the Delaunay
decomposition simply divides the plane into regions of closest neighbors. Direct
com putt ion of Delaulnay dtecompositions is non-trivial. However, solving a dual
prcohlctn, hecis.,,c ingulation, provides a more feasible computationl approach.
'I hesscn triangulation also partitions the plane and is defined as follows:
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Given a finite set of distinct nodes in the plane, a Theissen triangulat ion is
a partition of the portion of the plane contained in the convex hull of the
set of nodes into regions, each one a triangle, such that:
a. Each region R, contains exactly three nodes, the vertices of the trianlgle;
b. The interiors of the regions are point-wise disjoint;
c. The union of the regions covers the convex hull;
d. For any region R, the circle which circumscribes the vertices of R

contains no node in its interior.

It has been shown that for any Theissen triangulation, segments of the
perpendicular bisectors of the legs of the triangles are the edges in the Delaunay
decomposition for the same set of nodes (Renka 1981). Describing the computation of
the starting and end points of these edges is facilitated by another definition: a triangle
circum-center is the center of the circle that circumscribes the trian,,le. It is also the point
where the bisectors of the legs intersect. Note that the circum-center need not be interior
to the triangle. All three segments of the decomposition start at the triangle circumI-center
and extend "outwa"rd' until they intersect with Delaunay segments from other triangles.
A more practical technique is to connect the circum-centers of all adjacent triangles out to
the boundary of the area of consideration.

No, the partitioning algorithms can be applied toward generating mobility
corridors. Consider the plane to be a military area of operations and the nodes to be the
points defining the boundaries of no-go regions. Figure 3 depicts an area of operations

FIGURE 3. A 10 by 10 km terrain area with no-go aggregations and Theissen
triangulation.
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with tile no-go regions calculated and aggregated f'or a 10 by 10 kilometer region near

Lauterbach, Germany. Tile triangles of the Theissen triangill ation With n no-go rg ns
are produced during the triangulation process, but are not very meaningful. These "no-
go triangles' are eliminated from the solution set and the partition defined b) 11e
remaining triangles is also shown in Figure 3. The interior of the union of the remain ing
triangles define all mobility corridors in the area of operation. Fr each triangle, certaia
legs define the corridor width (Voronoi width), others define the boundaries of the
corridors (Wright 1988). The piece-wise linear curve Connecting tile circum-centcrs, the
Delaunay decomposition, is termed the reference line of the mobility corridor. The
mobility corridor reference lines for the area of Figure 3 is shown in Figure 4.

This method produces all mobility corridors that are at least the width of the
separation distance used in no-go region aggregation. Since the widths of all portions of'
the corridors are known, it is simple to select corridors based on the minimum width of a
corridor to accommodate unit size, mission, or other criteria.

NETWORK GENERATION

It is necessary to construct a convenient data structure, in this case, a network, for
capturing the information derived from the modified Delaunay decomposition to make it
useful in a simulation. A network representation has several advantages which are
important LO tile simulation. It is a form that is easy to use in both deriving routes, and
simulating movement along a route. Secondly, it is an efficient means of storing the
relevant information about mobility over the terrain area. 'File network must capture both
the spatial structure of the mobility corridors, as given by the Delaunay decomposition,
but also the mobility attributes maintained by the terrain points populkting the corrid rs.

FIGURE 4. A 10 by 10 km terrain area showing the Delaunay decomposition.
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A network is a collection of related nodes and edges. A node contains the poinicrs
needed to represent the sequential ordering information, i.e. connectivity to adj:tcent
nodes, while associated edges contain the attributes of the corridor. The creation of the
mobility corridor network is accomplished starting from the information contained in the
Theissen triangles. The network structure creation process has two stages. The first
creates an intermediate structure capturing the detailed infornation of triangle circum-
center connectivity. The second stage uses the intermediate structure to generate a more
compact, but less detailed representation of the corridor information.

During the Theissen triangulation, software objects are constructed to contain
relevant information, given in Table 3. The first processing pass constructs intermediate
objects, called tcenter objects, to define the mobility corridor domain, e.g. all no-go
triangles are excluded. Each tcenter maintains data on adjacent tcenters, intervening
distances, and associated Voronoi widths. This structure is a high resolution network of
corridors with maximum fidelity to the underlying terrain. Since the simulation does not
demand such detailed information, this structure is mapped to a more compact
representation that contains summary attributes for the appropriate level of detail ii the
network.

In examining the intennediate network, it is obvio,:, that a tcenter can only have
one, two, or three adjacent tcenters, due to the nature of the triangulation process.
Tcenters with one or three adjacent tcenter5 are tenned junction nodes (hereafter referred
to as nodes, see Table 4). Only tcer.,crs with two adjacencies lie between nodes. The

TABLE 3. TRIANGLE OBJECT DATA

Name symbol associated with triangle object
Node-List counterclockwise list of triangle nodes
Arc-List ordered list of arcs connecting the node-list
Voronoi-Widths list of the widths of the Voronoi segments
Adjacent-Triangles list of neighboring (continguous) triangles
Circle-Center center of circumscribing circle
Circle-Radius radius of circumscribing circle
No-Go-Triangle boolean indicating membership in a no-go region
Tcenter-List unordered list of qualified adjacent triangle centers

TABLE 4. NODE OBJECT DATA

Location cartesian coordinates for node position
Adjacent-Nodes list of nodes one edge away
Adjacent-Edges list of edges that connect to each adjacent node
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compact network representation eliminates these intervening objects and aggregates their
information into stummary attributes for an edge object that connects the nodes. The
information contained in an edge is given in Table 5. In order to calculate attributes such
as mobility or cover, references back to the original triangles are needed, as these
attributes are estimated by sampling data within the triangle decomposition. The requisite
back reference is the component-triangle-list, consisting of the sequence of triangle
objects that define the mobility corridor. However, this list is only needed temporarily
for the estimation process and is not included in the compact net representation. The
output of the network generation process is a set of nodes and edges describing the
mobility corridors in the terrain area.

NETWORK OPERATIONS

The primary capabilities a simulation unit will exercise on terrain are route selection
and movement along the route. A unit may request a route to be generated based on user
supplied policy. This policy defines a weighted evaluation of cost functions. Available
cost functions include distance, traversal time, concealment, and cover, where traversal
time is governed by movement rates specified for terrain with a given mobility attribute.
The unit may also specify a mrinimum width that must be satisfied by all corridors in the
route. Hence a company, doctrinally requiring 500 meters width for a mobility corridor,
can request such a route. Similarly, a battalion can request a 1500 meter wide route.
These requests are not guaranteed to be satisfied. If no route exists, or no route satisfies
the unit's width specification, an error condition is returned. It is left to the requesting
unit to decide an alternate policy, width, or destination if a route request cannot be
satisfied. An A* search algorithm (Nilsson 1980) is used to determine the least cost
route. Given a route, utilities can evaluate the route for each cost of interest. These
functions enable the unit to access information relevant to selecting a route according to
its needs and mission.

IMPLEMENTATION

The terrain processing features presented herein are implemented in C or Lisp. The
mobility attribute computations and the terrain aggregation algorithm were written in C
and were executed on a Sun 3/160 workstation. The mobility corridor generation
program was written using the Flavors feature of Sun Common Lisp; it was executed
on a Sun 4/260 workstation. Program execution time is reflected in Table 6.

TABLE 5. EDGE OBJECT DATA

Hi-Res-Line sequence of circle centers connecting nodes
Hi-Res-Widths sequence of Voronoi widths
Minimum-Width minimum of hi-res-widths
Average-Width average of hi-res-widths
Distance actual distance along hi-res-line
Mobility an estimate of the mobility for the edge
Cover an estimate of available cover for the edge
Concealment an estimate of available concealment for the edge

TABLE 6. EXECUTION TIME FOR MOBILITY CORRIDOR GENERATION

Area (Km2) Triangles Nodes Edges CPU Hours
2704 31227 730 1000 5.75

100 766 26 26 0.04
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CONCLUSION

Triangulation has been shown to be a viable method of finding mobility corridors
using digitized terrain. The triangles fonn a natural data structure on which to calculate
summary attributes of the mobility corridors. While corridors have application at least
within combat simulations, they are only an initial step in the terrain analysis process.
Future work should examine the calculation of avenues of approach and key terrain.
Subsequently, the cognitive processes a simulation unit should use in determining routes
and the value of terrain in light of its mission should be investigated.
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BETWEEN PROTOTYPE AND DEPLOYMENT:
LESSONS LEARNED FIELD-TESTING AN EXPERT SYSTEM

Rosemary M. Dyer
Air Force Geophysics Laboratory

Hanscom Air Force Base
Massachusetts, 0i31-5000

ABSTRACT

During the past two years, an expert system for forecasting the
occurrence of fog has been installed at Seymour-Johnson AFB, North
Carolina. Aside from validation of the rule base, this field test
has provided valuable insights into some of the problems that must
be addressed before such systems are deployed operationally world-
wide. First is the necessity for a satisfactory trade-off between
user involvement and real-time data input. In addition, varying
degrees of sophistication on the part of the users must be taken
into account. Systems which, like those used in meteorology, are
geographically dependent, should be written in a form that makes
them readily adaptable from one location to another. Adaptability
includes the ability to use alternate data sources for those occa-
sions or locations where standard observations and measurements are
not available. This introduces the concept of maintainability,
whereby an existing system can be updated to include new data
sources and changes in the knowledge base. Each of these concepts
is discussed in turn, with particular examples taken from the fog
forecast system.

1. INTRODUCTION

In December 1985, the Air Force Geophysics Laboratory signed a
one-year contract with GEOMET Technologies, Inc. for the develop-
ment of a knowledge-based expert system designed to assist weather
forecasters in predicting local visibility conditions. The object
of the effort was to demonstrate the feasibility of using this
approach, and the system that resulted was meant to be only a
proof-of-concept prototype. Nevertheless, it was felt that evalua-
tion of the success of the prototype required testing under near-
operational conditions, with comments and suggestions from users
who would be representative of weather forecasters within the Air
WeaLher Service. Consequently, the initial prototype was deployed
at three test locations (Dover AFB, Delaware and Seymour-Johnson
AFB and Fort Bragg, North Carolina) shown in Figure 1. The results
of these field tests, which concentrated on verifying that the
knowledge bases produced accurate forecasts at each location, have
been reported elsewhere (Stunder et al., 1987a and Stunder et al.,
1987b).
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Figure 1. Locations for which fog forecast expert systems were
developed. Zeus was developed for Dover, Seymour-
Johnson, and Fort Bragg. The system designed for
Seymour-Johnson was adapted to Shaw.

During the course of the contract, it became apparent that
factors other than simple verification were equally important in
evaluating the feasibility of deploying weather forecast expert
systems at operational forecast offices throughout the Air Force.
Additional evaluations were performed by Geophysics Laboratory
personnel, in cooperation with Air Weather Service forecasters at
Seymour-Johnson AFB. The lessons learned thus far during this
project, which is still continuing, have ramifications for other
expert systems destined for widespread deployment.

2. THE ROLE OF THE USER IN EXPERT SYSTEMS

Developers of expert systems, even more than standard computer
programmers, must pay particular attention to the user-computer
interface. The umbrella title, "user acceptance," includes
numerous factors that contribute to the user's perception that the
expert system provides a useful adjunct to available computer
products and displays. Foremost of these, of course, is that the
system produces advice that the user finds reasonable and accept-
able. The field program demonstrated that there are many factors
entering into this user acceptance/system accuracy equation. In
hindsight, it might be argued that these results should have been
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foreseen: in actuality, it is not possible to predict user reaction
to an expert system without having the users evaluate the system
under conditions closely resembling those in the field. Problems
relating to usercomputer interaction fall into three categories: an
incorrect conceptual model of the user; the method of user input;
and inappropriate explanation facilities.

2.1 CONCEPTUAL MODEL OF THE USER

The system was designed to be used by apprentice weather fore-
casters, some of whom may be on their first assignment following
forecaster training school. However, it was hoped that more
experienced forecasters would also find the fog forecast expert
system of some help. The developers of the system were research
meteorologists; those interviewed were the more experienced opera-
tional forecasters at each location. Consequently, those who were
the most likely beneficiaries of the system did not see it before
being asked to exercise it in the field.

The first surprise to the researchers was the time it took to
train the forecasters in the use of the system. The developers had
apparently assumed a level of computer literacy only slightly lower
than their own; they encountered more than one user who was com-
pletely unfamiliar with personal computers. The second surprise
was the realization that queries asking for user input were not
crystal clear, and the users asked for clarification. Finally,
some of the user input required a level of sophistication in
weather forecasting almost equal to that of making the fog forecast
itself.

2.2 METHOD OF USER INPUT

In the initial prototype, all data were entered manually, and
queries were phrased in a multiple-choice format. This caused
immediate rebellion by the users. All the user comments the first
week of testing included objections to the length of time it took
to enter the observational data cequired to initialize the expert
system, and the multiple-choice format of the non-data entries.
This causes a bit of a dilemma. On the one hand, it is certainly
not desirable to remove the user completely from the loop, for
various reasons cited in the literature (Gordon, 1988). However,
weather forecasting is a time-critical activity, and it is simply
not feasible to have the forecaster chained to a system that
constantly demands input. An appropriate compromise would be to
have all numerical data (temperatures, pressures, wind speeds and
directions, etc.) entered automatically, and other information,
such as the present and future location of synoptic weather
features, through a mouse or tablet. Further modifications, such
as those suggested by Kemp et al., (1988) will also be tested.

2.3 EXPLANATION FACILITIES

All expert system shells advertise that they have an explana-
tion facility. What this often consists of, as it did in this
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instance, is a listing of the rules used by the system in reaching
the given conclusion, or the rule for which the system is asking
information. This often proved to be more exasperating than
informative to users of the fog forecast system. Future plans call
for a multi-layered explanation capability in the expert system,
ranging from presentation of the rule being investigated, through a
plain language statement of the line of reasoning being pursued, to
a tutorial in the basic physics and meteorology underlying the
system. Depending on the time available, and the user's inclina-
tion, these successive levels of explanation could be obtained by
successive "Why?" queries, an explanation capability of this sort
lies in the future, but it will probably be an essential part of
the installation program we envision accompanying generic forecast
expert systems to be deployed at Air Force weather stations around
the world. In that case, once the system is installed, the instal-
lation program could serve as the tutorial program.

3. SYSTEM ADAPTABILITY

Even while the performances of the fog forecast prototypes were
being evaluated, doubts were raised as to the feasibility of
meteorological expert systems in a world-wide network. Obviously,
some tailoring must be required to install the system at each
location; however, if such tailoring requires extensive additional
knowledge engineering, the whole concept of distributed expert
systems becomes impractical. Over what geographic area is the
prototype knowledge base valid, requiring only minor modification
from site to site? How many such systems would have to be devel-
oped to cover all locations of potential interest to the Air Force?
To evaluate this aspect of expert systems, we introduced the
concept of adaptability, defined as the ease with which a system
designed for a specific location can be modified for satisfactory
performance at other locations.

3.1 MOVING FROM SEYMOUR-JOHNSON TO SHAW

As an initial test of its adaptability, the system designed for
Seymour-Johnson Air Force Base was modified and evaluated as a
predictor of fog at Shaw Air Force Base, South Carolina (see Figure
1). The modification was done without interviewing any of the
forecasters stationed at Shaw, and the resulting system showed no
significant difference in performance when compared with the
Seymour-Johnson system. These results have been reported elsewhere
(Dyer, 1988), and will not be discussed in detail here. The pro-
cedure used may be of some interest to those seeking to extend the
geographic area over which their system is valid.

The first step was a thorough examination of the knowledge
base. The version of the system at our disposal consisted of 207
IF-THEN rules, which can be grouped into the classifications shown
in Table 1.
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TABLE 1. ANALYSIS OF KNOWLEDGE BASE FOR FOG FORECAST SYSTEM

No Modification Needed:

10 common sense (5%)
21 programming flags (10%)
32 basic meteorology (15%) (radiation fog)

Modification of Data Interface Sufficient:

74 weather descriptors (35%) (synoptic map)

Modification Needed - Cast into Template Form:

70 local rules of thumb (35%) (advection fog)

In all liklihood, most expert systems dealing with a geograph-
ically variable knowledge base will have rules falling into each of
the categories listed here: the exact proportions will vary
according to programming techniques and the subject of the expert
system. In the present instance, only the 70 rules comprising the
advective fog module of the system were expressed as local rules of
thumb. These were transferred successfully to Shaw by first cast-
ing the rules of thumb into template form, then particularizing
them to Shaw.

An example should serve to illustrate the te.,.plate method.
Fourteen rules dealt with surface wind directions favorable (or
unfavorable) to the formation of advective fog. They were all of
the form:

IF the month is BLANK,
AND the surface wind direction is

greater than XXX degrees,
AND the surface wind direction is

(RULE A) less than YYY degrees,
THEN the surface wind direction is (is not)

favorable to the formation of
advective fog.

The critical wind directions were determined by consulting
topographic maps, climatological data, and maps showing the loca-
tion of meteorological stations. Rules that call for data from
specific stations (for example, those upwind of Seymour-Johnson)
were readily modified by changing the station designations to those
more appropriate to Shaw (for example, those stations upwind of
Shaw). There was no deterioration in the performance of expert
system when it was used to forcast the occurrence of fog at Shaw
AFB, rather than at Seymour-Johnson AFB. No attempt has been made
to adapt the prototype as a regional system, but the experience of
adapting it from Seymour-Johnson to Shaw indicates that there is
nothing inherent in either the knowledge base or the architecture
to prevent its adaptation to many locations along the eastern sea-
board. However, it is also apparent that the template method of
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designing regional expert systems cannot feasibly be expanded to a
global system. It was decided that future weather forecast expert
systems developed at the Air Force Geophysics Laboratory will be
generic systems, capable of being installed by personnel at each
site.

3.2 THE STRUCTURE OF GENERIC FORECAST SYSTEMS

The proposed generic systems will have the structure shown in
Figure 2. Knowledge acquisition will delve more deeply into the
knowledge base to determine what physical and meteorological
principles underlie the rules of thumb. These will be common to
all systems dealing with the same forecast problem, regardless of
the location for which the forecast is to be made. For example,
the advective fog module might consist of the following two rules:

IF a warm moist air mass is advecting
towards the station,

AND this air mass will cool to its dewpoint
(RULE B) when it reaches the station,

AND there are no countervening factors
present,

THEN advective fog will form over the station.
and

IF advective fog has formed over the
station,

(RULE C) AND there are no fog dissipating factors
present or predicted

THEN low visibilities will persist.

Rules of this type would constitute the lowest level of the
structure shown in Figure 2, a.-i could be obtained directly from
the scientific literature. This level would also include common-
sense notions such as the fact that strong winds tend to dissipate
fog, and that if it is night, the sun is not a factor in warming
the air to a temperature above its dewpoint.

The second block in Figure 2 represents that portion of the
knowledge base considering the effects of topography and of clima-
tology. For example, this portion of a fog forecast system would
contain the information that do nslope winds are countervening
factors in fog formation, and that during certain months, nearby
large bodies of water are potential sources of warm moist air
masses. This block would also contain regional climatology:
statements to the effect that strong flow from the Atlantic Ocean
is often a precursor of fog along the east coast of the United
States and that inversion fogs occur along subtropical west coasts
of Africa and North and South America.

These two lower blocks would comprise the expert system
delivered to the individual forecast offices. The information
contained in them can be obtained from textbooks and data bases.
The next two blocks, containing local effects and individual rules
of thumb, would have to be tailored for each location. Present
plans call for the development of an installation program, with the
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local forecaster entering in the latitude and longitude of the
station, and the pertinent topographical information entered from a
GIS data base. This could be supplemented by whatever climatologi-
cal records -re available for the site. Like the two lower blocks,
this portion of the program (labeled "Local Climatology and Topog--
raphy" in Figure 2) will remain relative.y unchanged.

The top block of Figure 2 represents the local rules of thumb
and standard procedures in effect at a particular site. The rules
in this segment would be installed during interactive sessions with
the local expert forecaster. Ideally, this can be done by having
the expert answer computer queries similar to those that would be
asked by a knowledge engineer. These questions would be framed in
the general form "how do you determine whether or not the state-
ment [an IF clause in a given rule] is correct?." Admittedly, this
merely transfers the knowledge acquisition effort from a single
team of knowledge engineers to the individual weather forecasters.
This may not be a reasonable approach, in view of the lack of com-
puter sophistication exhibited by the users testing the prototype.
However, a properly designed installation program should allow the
forecaster to tailor the expert system for a particular location.
This would make feasible the deployment of versions of the system
to multiple locations.

STRUCTURE OF A METEOROLOGICAL

KNOWLEDGE BASE

ADDED BY INDIVIDUAL STATION
PRACTICE AND INDIVIDUAL EXPERIENCE

LOCAL EXPERT RULES OF THUMB

FORECASTER LOCAL CLIMATOLOGY LOCAL RECORDS AND
AND TOPOGRAPHY WRITTEN ADVISORIES

EFFECTS OF REGIONAL METEOROLOGICAL
CLIMATOLOGY AND TOPOGRAPHY DATA

PROVIDED BY BASIC PHYSICAL AND SCIENTIFIC
EXPERT SYSTEM METEOROLOGICAL PRINCIPLES LITERATURE

Figure 2. The structure of a knowledge base for generic expert
systems in meteorology. The lowest layer contains
general physical and meteorological principles taught in
the classroom. Progressing upward, each level of know-
ledge becomes more particularized, culminating in the
rules of thumb used by an individual expert at a given
location. Typical sources of the knowledge contained in
each level are shown at the right. The knowledge con-
tained in the two lower blocks will constitute the
generic system. The knowledge of 'he two upper blocks
will be added by a local forecaster at each site.

An additional benefit of the architecture shown in Figure 2 is
ease of maintainarnce. As new data collection and analysis facili-
ties come on-line, they can be incorpotated into the system through
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modifications to the top block, without affecting the rules con-
tained in the rest of the program. Similarly, as new discoveriec
are made in meteorology, the rules of thumb contained in the uppFr
block will change, also without affecting the remainder of the
system. Thus, adaptability will be achieved over time, as well as
location.

4. CONCLUSIONS

Field tests of the fog forecast expert system has lead to two
main conclusions. First, much more attention must be paid to the
user interface. Graphics, mousing capability, menus, light pens,
and explanation facilities should all be utilized to make future
expert systems as user-friendly as possible. This is not, properly
speaking, in the realm of artificial intelligence. Nevertheless,
the success of any expert system under battlefield conditions may
well depend on how quickly someone unfamilar with the system and
with only minimum computer literacy can be taught to use it.

The second lesson learned from these tests is that expert
systems written for geographically varying domains such as weather
forecasting must be adaptable to multiple locations. Expert system
use has progressed beyond the proof-of-concept stage, where an
expert system that does a task well is considered a success. Now
we are entering a second stage, where hard looks are taken at the
time and effort invested in knowledge acquisition and computer
program development. If the resultant systems are applicable to
only a single location, or a single narrow task, they -1fay not be
worth the dcvelopment effort.
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COMPUTER ITECTION ANI)TRACIKIN(,
OF MILTIPLE OBJECTS IN TELEVISION IMiGES

Andrew Bernat, Stephen [titer. and Darrel, Schroder
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El Paso, Texas 79968, USA

ABSTRACT

The automatic detection and subsequent tracking of moving objects is an tnm-
portant area of application of computers and artificial intelligence in the battlefield.
This paper discusses our efforts to develop a system which will automatically detect
and determine trajectories for multiple objects in a sequence of television images.
Particular attention is paid to the development of techniques suitable for objects
exhibiting low-contrast against a complicated, time-dependent background. The
front-(nd of the system consists of 16 parallel microprocessors which each operate
on a segment of the total video image to determine if there has been change in
that segment of the image. Change is detected based upon a novel scheme for
calculating the median pixel value in the segment and comparing it with the me-
dian value from an earlier frame. Motion detection and subsequent object tracking
are performed by assuming that objects exhibit smooth motion on the time scale
of image acquisition. There are no other requirements as to the form of object
motion. This paper discusses the algorithms used and our practical realization of
these algorithms in a complete system.

1. BACKGROUND

Imaging devices such as television or infrared cameras are used in a variety
of applications to detect and track object motion. On the battlefield such tech-
niques could be used to acquire and track a wide range of objects from soldiers to
airplanes. Another possible military application of such techniques is in security
systems where the cameras are used to monitor access to controlled facilities such
as nuclear plants or airfields.

The application which stimulated this study grew out of an effort by the
..S. Ininigrat ion ai Naluralizal ion Service (INS) to increase t lie effectiveness of

imaging systems as an aid to nionitoring traffic across nit(rational borders. INS
is responsible for delect ing an d preventing t lie illegal eniry and sinuggling of aliens
into the Uniled States. INS hias estlablislied a test bed in the EI Paso area to test

'This work was suliportd yN th, National Institwie of .1ustie, 1.S. Department of .Jst ice.

thirough grant inminher 8.1 I.J ( S (0411I
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Ila use of closedl circuit I elevision and riniifrared camileras as aiteanit, of improv

ing~ thle efeciveness of 130rder Patu10 ageitts rilolA i lii~teitcl activiis. '11w

initial configutrat ion of' tilie s , ste(li conists of elevein low light levell TV (aiiias

p~lacedl at nin ie lee -,t olts aloit, lii e mtile segiieitt of' t ie b~ordler. 1i is tima 1
that t here are, nearly 20.000 ilegal bo)rdler crossinrgs per nionih iii thle El P~asoar.

For aI descrip1 t ion of' t he INS p~rojec(t see Het nt, et al]. ( 1987).

2. IMIAGE CIIA R.CT'ERlISTICS

The scenes viewedI ly these camieras arie ext remnelyv compl icatedl. Thiere are
foreground objects from the urbam' en vironnent of L Paso. background objects
fronm the urbanl en vironmenlt of J ua rez. and a t remend~outs niuimber of noving ob)-
ject s in b~othI cities. These objects are of nto inherent interest buit do0 serve to p~rovidle

a comp~licated,. changing and confusing background upon which the object s of in-
terest move. The scenes are characterized by fu zzy edges. a lack of contrast. noise
andl ind induced camera motion. Furt ernnore. because of tlie outsidle locat iont.

there is an almost continual variation in ilIluinat ion (Iue to clouds aind ot her en-
vironmental factors. Thus the types of images motivating t ie( INS st udv are also
representative of battlefield conditions (although considleral lv less threatening).
Ideally a m-otion dletection system must lbe ab~le to (discriminat e lbetweeii all of thle
sources of p)ossible chlange arid the events of judcenst.

3.0 CHANGE DETECTION

3.1 FRAMIE DIFFERENCING

The initial approach to motion detection adopted (in hardware) was to use a
system which combined framne differencing with averaging oxvi' selected geopixels

(a rectangle of contiguous pixels). The systemi capture(I one imiage per secondl. dig-I
itized the image an( stored1 it in an array The image was thteni (ifferencedl with thle
tiext image captured. The differenlces were than averaged over selected geopixels.

If thle average exceeded a lwdrele rnned thiireslhold . an ala rmr was soun ded . Ii
slect ion of thle threshold and1( the area was inan mall v set by thle operat or.

Due to the complricated iiatumre of lie imuages as (hesrribedh above, it shouild
not be surprising th at this simple applroaclh of geopixel averaging t urniie ont toc
be unsatisfactory. Operators would set the threshold andl thleu be plagued by un-
acceptably hiighi false ala iiii rat(,s. Ilie optrator wond hlen raise the thIurshold
mitl the false alarm rate would be lower, however the dhetect ion rates wouldh Ol
become unacceptale.

:3.2 ME[DIAN COMPARISON

To obtain imniuni t to noise a varietyv of other t echniiiqutes havc beer propobed
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neluiing averalging ot' weigh tedi averaging11 o Ver areas of, a fra miie 1S g~Ill i)1o ot al.,
1968) and algorithms basel iipoii liaxiliin likelliiiood (letect ion Sceliie (YAki-
inovsky I 97G). Tlie former atre slIIIple hill still susetLeIuniewhile lie lIt tel.
althloiigli relat iv V itilit, ale( corn v at jojialy lv urdl(lisU),-ie. dIfiul ti o al Aly ve
anld not realizable iii real t iiie. W\e halve st lidied coil ipiit Ing aii medilii or iei (i

limiited arIeas of at frame (lBerna, et all.. 1988). This (11,ait itv is thlen differeced
\viIt It It( le ll 01' Iliedlial from t Ie( precedlinig fra thle. If t lie resulIt is greatller t him a i

threshiold, thlen miot ion ha~s occulrredl.

median il t ers inl edge (letecltion. It, is known, for examivple, i hat iiiediaii k asedl edge
det ectors are relative] v imimin e to spike noise yet responid( quiickly to ('blinges inl
1t ellsitv M Cal laglier and Wise. I 981). IfI unotiol (let cclion is vi sima i zed as aI tvype

of edgev de tect ioll betweeii framies , thIeni it, follows ti t i edli a ii scd m iot ion (letc-
tors 'Should exhi ibit similar properties. !" Sing syiit liet i( imageo-s we have been alble
to (1llo:2 rat tht liiedlian bilased1 mot ion (letecltion is anl effect iv lc I((i Ii (Ii whenl
p~rocessinig muIIst be donle ill real tilie ( Bernat et al., 1988).

Aniothl er at traction of at incdllim based niotion (letect or is its comiput at ionalI
ecfhcienc 'v. 'I'l(1 edanl (-ali be (let ermined by sortinig all of the \,ali es inl a paitl Cn-
lar airea and1( thlen selectinig tie( middle vau.Trad itionial sort inig rout intes r'equire
a COiisidleralble nutmber of comnput Iational cycles. Thel( mediaii canl be found more
quickly by it ihizin g tie( fact that, ill a digitized Imnage. each grey level valuie is onle
of a finiite set of niumbiilers, typicafllv 1 2S, 256 or .512, and~ a hioca Iifig a ii equ ivxiderit

numiiiber of iieniory cellIs to tie( proce'~ss of' (leterininiig the mied ian. Thel( cells are
aill iitiallY set, equail to zero mid assignied anl address bet ween I and~ the number
of grey scales. '['lie conipter th111exa iliii iis each pixel ii the area an Inciri(iemenits

the cellI associatted with i tli grey scale enucouiiteredh at each pixel by one. WhIeni

tilis process Is coinplel ed the comunter b~egin uSwill i the firist, cell and Sequentially
add~s the valules enicoun lteredl. Whleni the si i reaches one Iialf the numibeir of pixels
ti( ieadress of* tie( cell whl(ii tis is ecunilteredl is the media ii.

3.3 II ARDI WARF1 1 I 11IN TAT ION

We have realizedl the m1otion (letect(i on systceii with t ie( configmration illtis-

I rated ill Fi1g. I . It, conist~s of a vidheo( digitizer', all arriav of parlllel IIIicl'oprocessors
ald~ a t inlinlg mid l '11 iol s~'stemn. Afterveach fraiuie is dligit ized,. each iinCrrop'cessoi'

a1sVIICholooislv del erillillics tite illedliall gr-ey levxel f'oir Its port1ion of Ilie iiw"go. 'This
greyv level is comIpa)red to previously (leteri'iiii(d oli('5 and aI decisioniidi~e lbolit

ie( likeclilhood of' cliaig(. Thie ('lit Ire operaltlonl is obser'ved by a cenut ria I Iro('('sSl i
1ii1it which out 1)1115 iiiforiuiton ais dete('(ted ainl extracts Informaltion froiui which1
decisions ('al he1 malide. ITie ouit phI f'romi I lie (('lt rill jrocesiiii, 111li1 is a 1 I i;1r
Im age -crelseiilti ug t hose a 1('als of tlie' origi ial liige milnlrgoi h c i lge
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a/d 16
convrterparallel

prrocessor

tv monitor

Figure 1. System con figu ration1.

'When designing the system, our goal wvas to develop an approach winch coin-
bined high speed through parallel processing techiniqules with ab~solute ini mumil"
cost. This required implementation utilizing existi ig S- bit hardware. Thus wve
wvere able to replace a single fast but expensive processor wvith mnany pro)cessors
wvhich individually are muILChI slower, l)Lut ill aggregate represent a mullch lower total
system cost and a net higher processing speed. Currenit estimiates suggest t hat a
signal processing element can be constructed for less thani $50 and anl array of 16
such processors with app~ropriate algorithms will proi~ce s tIme vi](leo in1formiatilonl at
least four times faster than a system with a single 80286 processor. A complete
commercial system excludinig the video camiera sliould cost less thIanm S1000 and be
cap~able Of dd--ecming thle por'tions Of tile video limage that are chiatgi ig in near real
time.

4.0 MOTION DETECTION

Detecting changes in ain image represents thle first stage of our systemi. A.",
(isctlssed ab~ove, change mnay be caumsedl by many fact ors includiig b~oth c eminvi roli

mental factor's and olbject motion. Thel( seconid stage of our systemi separates out,
rue ob~ject motion. NWe 1)resetnt hiere twxo techiniques for detect ion aud trackinig of

object umot ion. B~ot h are broad ly based onl the fact fi at, as am object moves across
thle screen, inotion ini one area is related to mot ioun Madljacent areas.

1.1 ADJACENT (CELL APPROA\CH

If each area of t he screeni is able to conimi mm icat e Its deci sioi conicemninig imino-

tin to Its neighbors. I hem it sI iou 1( be lxs et~o obt aiim aim cidiaiiced est imat e of
object mnot ion. 'We havye presemit(,d sinmuIa t mu stumdies of a svst emmin litich a one,
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dimensional array of elements commnicating with their neighlors was tested for
immunity to noise in Riter et al. (1988). It is apparent that Ihe array is capable of
accurate motion detection even in t lie presence of a high noise level. This adjacent
cell approach worked quite well and additionally generated the trajectory of the
object motion if the time history of the array outputs is retained.

The difficulty with this approach comes when we attempt. extension to two
dimensions. The number of neighbors with which communication is necessary is
now at least eight. Of course many of these connections can not physically occur,
e.g., motion up a tree or building. The difficulty becomes: How do we teach our
computer vision system to recognize the valid object trajectories and to ignore the
rest?

4.2 COHERENCE APPROACH

Because of the computational difficulties described above, we have also ex-
plored the possiblity of motion detection and tracking using the concept of path
coherence (Sethi and Jain, 1987). Path coherence is a measure of the "smooth-
ness" of a trajectory. According to Sethi and .Jain (1987), this smoothness is a
function of velocity, i.e., an object's acceleration should remain constant if images
are obtained sufficiently frequently. To this requirement of constant acceleration,
we add coherence in grey scale, i.e., an object's radometric properties should also
remain approximately constant between images. Ilowever, the algorithm presented
in Sethi and .lain (1987) is not suitable for our application because it requires noise
free images, all trajectories must be present from the first through last images, and
it requires multiple passes through the trajectory points as each new image is ac-
quired. This procedure is not acceptable for real time applications.

Recall that the input to the tracking portion of the system consists of a bi-
nary image representing the changing pixels. As a new image is input to the
trajectory deteriinat lion phase, the not ion of )ath coherence is used to determine
which changed pixel best represents the continuation of each trajectory. In cases
with false change )ixels (ie to image noise, more than one point may satisfacto-
rily continue a Irajectory; all of lese continuations are retained. We then use a
pruning techinique to eli urinate isatisfactory trajectories. All of tlie change pix-
els ii the latest inage whichi are not included on a trajectorv are considered as
possible startii g points for ew v a risirig Ia jectones. Trajectories whichi cannot

be satisfactorily coiitinued are considered terninated. Bv compairing thiese terin -
naited ira jectores an it, lie iewl' crreated ones. we hanidle tie case in which a truly
changiig pixel is lost in the noise. TIel output of tlie system is a list of possible
trajectonies whih satisfy lie coicept of patl cohierelice. In order to conti'ol the

1r11ruher of l)0osilh. trajectories, we also lrun ' ris set of projected I ra.jcl dii <.

I'lle a Igoriltlm n rirles specificatioll of tlie cohierence weilit, corrslponlhi rig
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to speed, direction and grey scale, and the severity of prnin i rg. The:;e weigh
should be chosen to fit the expected trajectory characteristics. There is a trade-off
here-the looser we make our requirements for coherence or the less trajectories
we prune, the less likely we miss a truly moving object, but the greater tihe con-
putational burden. For the simulated trajectories shown in Fig. 2, we have the
results shown in Figs. 3 through 6.

0I
,0

0

Figure 2. Three simulated trajectories. A sequence of ten images has been com-
pressed into this figure; the numbers define the image in which each point
exists.

5.0 CONCLUSIONS

We have demonstrated the feasibility of detecting and tracking moving ob-
jects in a sequence of television images in a laboratory setting. The first stage.
change detection, is presently being implemented in hardware. The second stage.

motion detection and object tracking, has been studied through simulation stud-
ies. Further experience with actual image sequences is required in order to provide
guidance for the choice of the pruiiing parameters.
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Fi gi l- 3. The det ctt ed( I ra ec~t olVs a f tCe 'Iilae liiiher 2 lias 1wenpoese. h
adldljorll 1 pOiill tii Iii1 figitiC (rclatIV ivc to .2 eprSilnos i
wvhic Lwere addled \ It Ii a proI abi1it \ ofI' 1w'pr geoplxel . III orde cr
ijIl Iale IIlI(, rajct'rics. all possibiole coi(at lonls of' poinits III imlal~cs I
a;111(1 2 aric used, siilect Ito siminpie bou-,da V(iiY (lnit ions.
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Figure 4. T'he dectected traj1ectories after imiage number 7 has been processed. .Note
lie extra (false) trajec tory. Th~is tranject ory satisfes thbe path Iiohenenn,

conidit ion: a (I ferenlt, choice of reiiy oeec egswould( eliii ate(
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Figu. re 5.The (det ected trajectories after linage numvber S. .At this p~oint. onie t rue

trajectory has been lost duec to the large change of (direction. There are
110w a conisiderablie numiber of false trajectories.
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Figlre 6. Ih(et detectd tra jectores after image nuler 1 0.ot Hl lihe Irajec-
tory lost aft er iimge 7" I7 as leet rcwove(d. Willi iia exeption of the
trajectory (lescrilwe(d in Fig. 1. all of the false trajectories have a length 
of :3. whijh cou]ld be a basis for prnt ing.
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SPATIAL AVERAGING OF SOIL MOISTURE*
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ABSTRACT

Soil moisture will travel along the path of least resistance in an effort to conserve
energy and momentum. The process dynamics are a function of the soil characteristics,
hydraulic regime, and meteorological factors that change in time and space. In this pa-
per, a new approach for the development of a spatial averaging algorithm is presented.
The method is outlined using a new symbolic language and an equivalent computer
code. The enclosed algorithm determines available water for routing, and spatially aver-
ages resultant moisture levels to determine flow direction and flow velocity. The method
uses real-time data to supplement the often sparse information from in-situ sensors and
integrates the information into the hydrodynamic routing algorithm. Results indicate that
spatial averaging is a powerful and computationally efficient method to simulate hydro-
logic routing over variable terrains with dynamic meteorological conditions.

1. INTRODUCTION

Early efforts to average spatially dependent samples used test hole or "core" in-
formation to determine a "Kriged" estimate of the localized variation (Matheron [ 1963,

*Funded under contract DACA-89-87-K-008 Department of Physics and ,stronomy, Darunouth Col-

lege, Hanovcr, N.H. 03755.
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1965, 1970j, Krige 119661). Matheron applied the Kriging approach to the local esti-
mation of soil type, and along with other authors, produced soils maps with varying
degrees of resolution (Burgess et. al. 119811, McBratncy and Webster [19811, Webster
and Burgess 119801, and Clark [ 19821). In each case, static semivariogram (Kriging) or
sernicorreiogram (Scale) methods were used to determine estimates of regional variation.
These methods proved satisfactory for regions with slowly evolving hydrology and near
steady-state meteorologic conditions (e.g ore and stres,-fault analysis), but failed in their
estimation of soil moisture under evolving (non-steady state) climate conditions (Yeh
and Yoon [19811, McBratney and Webster, [19831). The failure was due in part to: (i)
the dynamic nature of the state variable- soil moisture- whose behavior changes in time
and space, and (ii) the static characterization of soil moisture from a priori estimates of
regional variation (using the semivariogram or semicorelogram as the basis for the esti-
mate). McBratney and Webster, [19831 summarized the problems associated with the
usage of semivariograms to model dynamic, non-staionary, phenomena:

"It is not wise to assume that the property of interest is stationary over the whole
region or that a given form of local trend applies everywhere.. .The semivariogram
is usually known accurately only over small neighborhoods within a region and
will almost certainl,, not be known for lags approaching the distance across the ie-
gion"

To reduce the problems associated with regionalization of Kriged samples, Journel
and Huijbregts [ 19781 illustrated that "a global estimate obtained by Kriging over the
,A hole region" is equal to "the average of local estimates made for small neighborhoods."
Hence, point estimates could be weighted by their respective areas and summed to pro-
duce a regional estimate of the average state condition. However, the method was shown
to be insufficient for estimating the regional variance since estimates at neighboring
points are seldom statistically independent (Chirlin and Wood [ 1982], Russo and Ju:s
[1987a,bl).

Scale estimation methods superceded Kriging techniques by incorporating the
robustness of a general linear model, and the correlational dependence between sample
points to study "the average distance over which the spatial vuiations in the (state vari-
able's) properties are correlated" (Papoulis [1965], Russo and Jury [1987a,b], Gelhar
and Axeness, [19831). By applying correlational measures, the estimates are scaled
(-1,I) and are thus independent of the units of the original measure. If assumptions are
made concerning the distributional properties of the random variable, e.g. &(x), a ran-
dom variable in x with an approximate two parameter Normal distribution - Nqcy2),
then a wide family of estimators (with varying levels of precision) may be derived for
both the population mean and the population variance.

Kitanidis 1 19831 summarized the uses for Scale estimation in the modeling and
simulation of soil moistire
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"Scale plays an essential ro!e in problems which require estimating spatial varia-
tions of a given soil property from limited observation points and in the solutions
of transport problems in heterogeneous media using stochastic modeling."

Problems with the approach correspond to those previously outlined for the stan-
dard Kriging method: (i) uncertainty resulting from less than optimal selection of the
number and location of sampling points, and (ii) a correlogram constnction based solely
upon the uncertain sample size and sampling locations invariant with time, and (iii) an
abundance of assumptions required to obtain "practical" solutions for the regional vari-
ance term.

In recent studies, State estimation methods have been applied to ameliorate the
difficulties associated with Kriging and Scale methods (Schweppe 1973], Gelb [19741,
Olea [1974], Anderson and Moore [1979]). These methods allow for the simple
inclusion of autodynamic variables within robust methods for the solution of the corre-
sponding systems of simultaneous equations. Chirlin and Wood [19821 outlined the
close association between Universal Kriging techniques and simple state-space theory:

"Universal Kriging, and indeed any method to identify the form of the sampled,
admittedly nonstationary, random process, must begin by restricting its attention to
a workable subset of the ,et of all nonstationary random functions...The rework-
ing of the Universal Kriging equations into state space form allows for the
straightforward sophistication of the process and observed models, should that be
desired."

In each application of state theory, the approach has been to refine the basic Krig-
ing and Scale estimation techniques to allow for the specification of various attributes in
the sampled region1 . In the following brief, a more generalized application of state-
space theory is proposed that uses symbolic notation to derive the system of differential
equations required to model complex phenomena. The approach uses four basic opera-
tors to define the system, and relies on "object-oriented" programming to allow for easy
access and customization of the system to real-time data. In the examples provided, the
theory is applied to the modeling of volumetric soil moisture in multiple soil horizons.

2. SYMBOLIC APPROACH

In the development of a symbolic representation for state-space theory, the early
efforts of Forrester [1968] and Richmond[ 1985] have been expaided to handle multi-
dimensional modeling under conditions of real-time data (interlaced real-time data).
Early applications of the Forrester method applied tate modeling, under simple univari-

I For example, the addition of observational error (Schweppe 119731), and the inclusion of dynamic joint
evolution states (Gelb [19741, Chirlin and Wood [1982]).
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ate conditions, to model complex systems (i.e. interatioi in one variable). With the
advent of matrix notation and vector operators, multidimentional iteration was possible,
and state-space models could be examined. In the example that follows, a simple mass
balance (continuity) model is derived using the notation of: (1) standard control volume
theory, (2) corresponding differential equations, and (3) state-space symbolic notation.
Tie continuity model illustrates how stepwise differential models may be constructed, in

symbolic form, without relying on a "closed-form" representation. In addition, the
equivalent systems representation (Figure (2)) introduces the reader to the symbo!ic no-
tation used to derive the hydrodynamic model and spatial averaging shell in later sec-
tions. In Figure (3), a "skeleton" system for simple routing of volumetric soil moisture
is provided. Although abbreviated for clarity, the figure illustrates how a basic hydro-
dynamic routing algorithm is constructed and organized according to rate processes.

n t y A A y + yZ

AZ 00000

Z6,oox n A Ax
% qr x+Ax

Ayyn tz AAz 0007

n tyAA y~y

Figure 1. Mass Flux into and out of an incremental volume

2.1 AN EXAMPLE IN CONTINUITY

Under conditions of mass conservation, an equation of continuity may be derived
for the generalized conditions of compressible fluid motion in three directions. In
cartesian coordinates, the control volume is useful to derive an expression for the con-
servation of mass. As indicated in Figure (1 ), the control volume AV is composed of
three axes whose product defines the size of the differential volume or cube (i.e. NV=
Ax,%y.Nz). The total mass flux (nL\) across the x face of the cubc is thcn simply the
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product of the bulk density of the fluid (p) and the velocity of flow in that direction (vx).
For all six faces of the control volume, the mass balance becomes:

Ax(ntxAAx) +Ay(ntyAAy) +Az(ntzAAz) - A(pAV) /At = 0 (1)

where
nti = total mass flux of the soil water in the ith direction (i = x,y,z),

p = fluid density,
At = time increment,
AAx = AzAy, AAy = AzAx, AA z = AxAy,

Ai(ntiAAi) = (ntiAA i) i+Ai - (ntiAAi) Ii = net mass flow of the soil water through

the incremental area AA i , and
A(pAV) /At = bulk accumulation term

Dividing Equation (1) by AV, realizing that soil water is an incompressible fluid

under ambient conditions (A(pAV) /At--0), and taking the limits as Ax--)0, Ay-40,
Az--0 yields:

DnL,/Dx + D)ny/y + Dnz/)z - ap/at = 0 (2)

Letting nj, the total mass flux, equal the product of the fluid density (p) and the fluid
velocity in the ith flow direction (vi):

nti=pvi (3)

and Equation (2) becomes:

p (-vx/ax + vy/ay + avz/z) - ap/t = 0 or

V • Pv- ap/t = 0 (4)

where v = v(x,y,x).

For the special case of constant fluid density through time,oJ/at--0 , and Equa-
tion (4) simplifies to:

aVx[aX + avyf/y + avz/0Z = 0 or

V -v = 0 (5)

Equations (4) and (5) represent the equations of continuity for the simple control
volume of Figure (1) under the generalized conditions of incompressible flow. An
equivalent symbolic notation for this continuity is provided in Figure (2).
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ZntzAA AzM

ltyAAy y

Figure 2. Systems representation for massflux into and out of an incremental
volume

The notation is a follows 2 :

(1) Clouds represent Sources or Sinks. If an arrow points into the
cloud it must be a sink. Conversely, an arrow pointing away from a
cloud implies that the cloud must be a source. In Figure (1), the cloud
associated with precipitation is a source, the cloud associated with evap-
otranspiration may be either a source or a sink depending on the physical
process (e.g. a source during periods of evaporation, a sink during peri-
ods of condensation).
(2) X-valves represent Rates (differentials). The object is meant to
symbolize a "plumber's" valve that opens or closes depending on physi-
cal conditions. In the precipitation case, the valve will open during peri-
ods of rainfall and water will "flow" from the cloud (the source) into the
rectangle.

2 In addition, variations on the arrows used to connect sources, sinks, and level psxs, ihlc deevnding

on the physical system. Fo(r example. "dashed" or light-faced" arrows are used to infer corrclation and
information rclationships.
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(3) Rectangles represent Levels (integral equations). Levels accumu-
late or deplete depending on the X-valves that are connected to them (i.e.
they are assigned an initial condition, and then allowed to integrate the
differential equations symbolized by the rates). The rectangles are also
referred to as the "State Variables" for the system since they have the ca-
pacity to ,.iange states through time and space. The term "steady-state"
is used to describe a state variable invariant in time (and/or space).

~~~Evapotranspiratio _._

inflow ritersurface

Precipitation -" . .

To surface Volumetric Soilinteraction moisture-nerato R -u o -tI;v 0sufc . 1 "--- interactions
Ruof DJ f Runoff---- > j "

-,,rur ac a In filtratio n

i inflow atit isurface <->A

Horizon A
Volumetric
soil moisture

at Infiltration

i 
A <-> B

Horizon B
Volumetric
soil moist; e

atInfiltration
B<-> subsurface

Figure 3. Volumetric soil moisture balance using state-space notation. Intersurface
flow between pixels is shown in the lower-right to upper-left diagonal rate
components and not displayed for a 360 rotation to simplify the diagram.
Notation "<- >" indicates direction of interaction (e.g. A <- >B indicates
interaction between Horizon A and lorizon Bfor differential Infiltration)
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In the systems representation of Figure (2), mass enters and exits the control volume
(labeled 8) according to the mass rates of flow into and out of the rectangle. Mass orig-
inates and exits the system boundary via sources and sinks (Clouds). The mass is
stored at any point in time within the Rectangle (Integral Equation) according to the rates
of flow (X-valves) that are used to direct mass into and out of the rectangle.

The notation may be extended using rates to symbolize complex physical pro-
cesses. In this capacity, rates symbolize sub-sectors or sub-aggregates, and are used to
differentiate the otherwise complex flows into simple constituent elements (atoms). An
example of the process is shown in Figure (3), using a primary state variable 8 to sym-
bolize the random vector for volumetric soil moisture. 3 The figure indicates that the
major mass transfer processes have been divided according to constituent rates of flow
for: Precipitation, Evapotranspiration, Infiltration, Runoff, and Intersurface Flow. Each
of these rate processes represents a major sector in the model whose behavior is defined
according to the terrain and meteorological conditions. 4

Following the flow of moisture in Figure (3), precipitation enters the system via a
source component (Cloud) whose rate is determined by real-time meteorological data.
At any point in time, moisture may accumulate or decrement depending on the mass rate
of flow from the rate processes acting on the storage of moisture (rectangle E iJ ). Dur-
ing periods of evaporation, moisture leaves E ij , and returns during periods of conden-
sation (double sided arrow). Both runoff and inflow are surface effects that flow be-
tween adjacent surface pixels. Infiltration routes moisture into the sub-surface regime,
and mass can flow up, out of the lower soil horizons, during periods of reverse-infiltra-
tion and hydrostatic flow.

In sum, the symbolic notation is a robust method for displaying complex systems
of differential equations. By explicitly representing sources, sinks, integral, and differ-
ential equations, rate processes may be displayed in their constituent elements. Both
sources and sinks are easily recognized within the system diagram, and arrows represent
the direction of flow between operators. Other operators, such as auxiliary equations,

3Bold scripting is used to reinforce the vector convention: the behavior of 8 varies in time and space
with functional notation E -* E (x,y,z,t) in gridded rectangular coordinates.
4 Figure (3) represents a "skeleton" diagram and illustrates a few of the major forces that affect volumct-
ric moisture content by position (the ij subscripting) and by representative soil horizon (Surface, Hori-
zon A, Horizon B). As indicated, rates have been aggregated into processes (Precipitation, Evapotrans-
piration, Infiltration, Intersurface Flow, and Runoff) to simplify the presentation. Actual rates are
determined using terrain, meteorological, spatial, and tem,,oral factors. For example, the model in
Appendix I uses Soil Conservation Service algorithms to determine evapotranspiration, runol f, and
infiltration. Since each model is a "plug-in" unit, many algorithms can be easily applied to a rate pro-
ccss for purposes of validatation and simulation.

2419



and information arrows are added to the notation to display the finer details of the state-
space model.5

3. SPATIAL AVERAGING

The state-space method can be applied to problems in spatial averaging by creating
a network (or mesh) of state variables that corresponds to the type of primary data avail-
able (i.e. format of the real-time data: grid cell or polygon). In a gridded format, soil
moisture states are displayed using standard matrix notation (ij) in multiple soil hori-
zons. For polygon data, minimum rectangles may be used to "raster;e" the data or cen-
troids selected to subscript the polygons by location (e.g. centoid location). Each pixel
corresponds to a single volumetric moisture state 0, and overlays are created to depict
moisture states in multiple soil horizons. 6 Therefore, 0 becomes a function of its posi-
tion within the matrix (e.g the region of the watershed), its soil horizon position (H),
and its prior behavior through time (t).

Under a spatial averaging scenario, e is a function of neighboring pixels. Hence,
the behavior of surrounding states influences the behavior of the modeled state (i.e an
autodynamic autospatial process). 7 For the routing of volumetric soil moisture, proba-
bility assignments may be weighted according to saturation conditions: during periods
of saturation by surrounding pixels, there is a higher probability of surface or ground-
water flow. Conversely, periods of draught may force a higher infiltration and absorp-
tion capacity that detracts from surface and groundwater flow.

In the following sections, a linear averaging algorithm is developed using a gener-
alized grid-cell format. Extensions to polygon data are discussed, and a heuristic nine-
pixel algorithm is developed. The model organization is overviewed and heuristics are
provided to illustrate an operating sequence for the model. 8

5The state-space diagrams in Figure(2) and Figure(3) show simple "skeletal" structure. Both auxiliary
equations and information arrows have been removed to simplify the presentation. Auxiliary equations
may be in the form of an algebraic equation of in interpolated graphical form. Information arrows are
used to handle the non-physical flows of the system (e.g. correlation between elements in the models).
6 pixels are assigned grey scale weights (or color indices) depending on the corresponding volumetric
moisture content 8 by (ij) position within the gridded file. The minimum grid cell size and the iteration
interval are selected according to user definitions depending on the availability and format of real-time
digital information.
7 Neighboring information becomes extremely important in the estimation of volumetric moisture con-
te nt under sparse data conditions. Under these constraints, neighboring information is typically
weighted according to the "inverse-square" of the pixel distance from the state location.
8 One extension is to spatially average large images using weather radar and multispectral data from
Landsat and SPOT. In this approach, spectral signitures are used as initial conditions foi the state-space
algorithm, and images are spatially averaged using models that link the hydrodynamic budget to the
gray-scale range for a particular spectral band.
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Figure (4):• An index notation to define a grid cell spatial average. Each pixel
corresponds to a moisture state and is displayed in grey-scale (color) corres-
ponding to the percent volumetric moisture for that state-space location. Ri and
Rj define the lower right corner of the test region

3.1 LINEAR AVERAGING ALGORITHM

In a linear spatial averaging algorithm, neighboring pixels are assigned weights
according to a priori criteria (e.g. location, land use, elevation, soil type), and summed
to produce a weighted average of the state variables. An example of this process is pro-
vided in Figure (4). In this case the following event sequence defines the spatial aver-
age:

(I1) A weighting criteria (wo) is developed (typically based on terrain factors or state location to

(2) A criteria is outlined for handling conditions outside the test region. In Figure(4), gridded
data is displayed with (ij) subscripts. Hence averaging criteria must be established for boundary
cases where:

(a) {i < 1), (b) (j < 1), (c) {i > Ri}, (d) {j > Rj} (6)

and Ri and Rj are the respctive row and column bounds that define the grid-cell region (composed

of Ri x Rj states).

For polygon data, Figure (5), die enclosing region R is such that all polygons in the spatial
average are contained within the perimeter of R. If (id) sub.,cripLs are ass ignd 10 Ole Centroid Of
each polygon 8i, then conditions established for gridded data may be modified to pol),gon data.
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Figure (5): A polygon representation of the volumetric moist-
ure states within the total region R. Polygons may be averaged
using centroid positionsfor each iekpolygon

(3) An iteration scheme is developed. In gridded data, a double loop is commonly used to step
between adjacent states (e.g While j < Rj do, While i < Ri do.... ), and

(4) A spatial window is developed to determine th-, number of pixels to use in the average. In a

composite nine pixel scheme 9 , the number of pixels per average is bounded by the location of the
state variable(E0ij) in the matrix:

if(i=1I&j=1) then
Oj= l/Io 1k (cij +(2~jl iEil+04il~ ); (7a)

else if (i=1 & j=Rj) then
Oi~j = l/4 1(ok(COIE~j +(02eij41+O)3ei+1j+)4E~i+l1); (7b)

else if (i=lI & j <>I & j <a.Rj) then
Elj= l 6 Ok(1 0 ij +(02e)ijI+cO3Eij+1+0o4ei+lj +(o5ei+l j-1+o)6E9 i+1 j+l~);

(7c)

else if (i=Ri & j = 1) then

Oj= l/4Eo(o 0 ij +02)ej,+1+()3e'..1 1 +) 4 E~il ,+l); (7d)

else if (i=Ri & j =Rj) then
Oj= I/Y(k() i +0)2e@,j..l+03)i- I j+)4@i- I j-i0; (7e)

9 A composite nine pixel schcme implies that a maximum of nine pixels are included in the spatial
average, and as few as one pixel may be used depending on boundary conditions. In the outline algo-
rithm:

(1) four pixels are used at corner points that define the region,
(2) six pixels are used for pixels with rows (columns) that border the regional boundary
(3) nine pixels are used for all mid- row (column) pixels.
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else if (i=R i & j <>1 & j <>Rj) thenI Oi~j= 1/6 Y-G)k(O)1eij +o 2i~j4l+O)3eiJ+l+c 4eil,j+O)5ei.l,j+l+C068 i-l,j- i);

(70

else if(j= & i>1 &i<Ri) then

IOiJ  = I/ 6 I :k( lO E ij  + ,o2E ij 1+ 3 E i -lj+ 04 i+ l j+C 5e i+l j+ l+ 6E i j+ l);
(7g)

else if(j =Rj & i>l & i <Ri) then
Oij = 1/6 YcOk(oOlei j + 2+iejll+13Oi+l~j+ co4 i-l"j+605 8ilj l+ 06Oi+1 j-1);

(7h)

else if (j> 1 &j<Rj& i> & i<Ri) then
Oij = 1/ 9 10k(°(01ij ++2ei 1j-l+(03E+i,j+l+c-4Oi - lj+w5 ,i+lj+0)6 8i+l ,j+I
+O)7 Oi- 1 j-1+O8 0 i+ 1 ,j- 1+ )i -1 ,j+ ); (7i)

where

cOk = the assigned weight of the kth pixel.

In the spatial averaging model provided in Appendix (1), a composite nine pixel scheme
is provided with a number of refinements:

(1) Pixel weights are derived from: (a) normalized elevation gradients that produce maximum
likelihood routing directions, and (b) normalized radial proximity measures that adjust the weights
(w) to their proximity (r.e. the base state pixel being spatially ..veraged).
(2) Pixels are spatially averaged and then numerically integrated into the hydrodynamic model.
(3) Pixels are only spatially averaged if the hydrologic budget determines that water is available
for re-routing.
(4) Pixels are spatially averaged in three dimensions: averaged first for surface effects, then re-av-
eraged by soil horizon based on fractional infiltration rates.
(5) The composite nine pixel scheme is flexible. If differentials across pixel boundaries are few,
the averaging window will shrink to a minimum size of one pixel. Large discrepancies between
distant pixels expands the averaging window to a maximum size of the full region. The window
expands and contracts in a geometric progression proportional to the hydrodynamic activity in the
region (i.e. 1,4,9,16,25,36....).

A detailed listing of the averaging method is provided in Appendix (1) under the
section: UNIT Spatial. Three major procedures accomplish the averaging process: (1)
SpaceAvg-used to spatially average surface and subsurface affects within a soil hori-
zon, (2) DepthAvg-used to depth average between soil horizons, and (3) ThetaFlux-
used to calculate the hydrologic budget to determine the volume ofN ter available for re-

routing.
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3.2 ORGANIZATION

The model in Appendix (1) is organized according to the major processes required

to : (i) Initialize and "launch" the system, (ii) perform a hydrodynamic budget by state

location, (iii) spatial average the water available for re-routing, and (iv) display the re-

suits. The computer code is organized into constituent UNITS that, acting together,

perform these major tasks. In outlining the operating sequence of the model, bold

Italics is used to designate sections within the code were readers can locate the detailed

information. For example, runoff information is located in the "UNIT Runoff" section

of Appendix (1). In referring to this section, the script notation "Runoff" (rather than

"UNIT Runoff") will be used.

3.2.1 Initialization and launch

The system is initialized and launched in the section Initialize described in

Appendix (1). Initial and Boundary Conditions are summarized by variable name in
Table (1). Values that correspond to Soil Conservation Service units are listed in

parenthesis as "(SCS }".

Table 1. Primary Variables used by the Spatial Averaging Model

Variable Value Range Structure

Soil Type CoarSand = 1; 1 to 16 Array by i,j
(SCS} CoarSLoam = 2; of Integer

Soillij] Sand = 3;
LoamSand = 4;
LoamFineSand = 5;
SandLoam = 6;
FSandLoam = 7;
VFSandLoam = 8;
Loam = 9;
SiltLoam = 10;
SanClayLoam = 11;
ClayLoam = 12;
SilClayLoam = 13;
SandClay = 14;
SilClay = 15;
Clay -- 16;

Soil Horizons 1 to 3 Integer
(SCS} Surface = 1; (0-3")
SoilDepth AHorizon = 2; j3-6")

BHorizon = 3; (3-6")

Soil Infiltration LowRun = 1; 1 to 4 Integer
Index {SCS) ModInfil = 2; or Array by ij
Soillnfil Slowlnfil = 3; of Integer

HighRun = 4;
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Table 1 (cont'd). Primary Variables used by the Spatial Averaging
Model

Variable Value Range Structure

Soil Treatment StrRow = 1; 1 to 3 Integer
Index (SCS) Contoured = 2; or Array by ij
SoilTreat ContTerrace = 3; of Integer

Soil Hydrologic Poor = 1; 1 to 3 Integer
Condition [SCSI Fair =2; or Array by ij
SoilCond Good = 3; of Integer

Growth Index %0 to 100 Integer
GI (SCS)
Land Use Class Fallow = 1; 1 to 10 Array by ij

(SCS) RowCrop =2; of Integer
LandUsej] SmGrain =3;

Legume = 4;
Pasture = 5;
Meadow = 6;
Woods = 7;
Farm = 8;
DirtRoad =9;
HardRoad= 10;

Elevation ft or m > 0 Array by ij
ElevfijJ of Real

WindSpeed mph or > 0 Real
Wind in/see or Array by ij

of Real

Temperature degr F or ambient Real
Temp degr C or Array by ij

of Real
Relative Humidity % RH 0 to 100 Real
lhumid or Array by ij

of Real

Granulaity > 0 Real
dx km 1 km (base) Integer
dy km 1 km (base) Integer
dt hr or day I hr (base I Integer

3.2.2 Hydrodynamic budget

The hydrodynamic budget is calculated within the procedure "ThetaFILuX" in the
Spatial section of Appendix (1). This unit "calls" other units within the code to deter-
mine the differential: (i) Runoff, (ii) Evapotranspiration, (iii) Infiltration, (iv)

Precipitation, (v) Inflow, and (vi) Outflow by (ij) location. The ThetaFlux procedure
calculates the differentials by calling the other units, and combines their effects to pro-

2 55



duce a "net" differential, used to numerically integrate the result (based on previously
averaged states).

3.2.3 Inclusion of the hydrodynamic budget

The hydrodynamic budget is numerically integrated using a Spatial Averaged prior
state for volumetric moisture content. In Eulers form, the following operations are
completed:

®H,ij,t = Spatial Average(EH,i,,t-1) + dt (dEH,ij,t /dt) (8)

where

)H,ij, t = The volumetric moisture content at surface position ij for soil
horizon H at time t,
Spatial Average(H,ij,t_ l) = the spatially average prior state (time t-1) at sur-
face position (ij) for soil horizon H (a composite nine pixel spatial average
operator is defined in equations (7a) through (7i)),

dt = the differential time step, and
dEH,i j,t /dt = d/dt(Precip) - d/dtRunoff) - d/dt(Evapotranspiration) -
d/dt(Infiltration) + d/dt(Inflow) - d/dt(Outflow) = the "net" differential for
surface position (ij) at time t, for horizon H.

In the computer code of Appendix (1), the spatial averaging process is split into
two separate operators that act in conjunction to perform spatial averaging: (1) with soil
horizons (SpaceAvg), and (2) between soil horizons (DepthAvg). Details of each pro-
cess are provided in Spatial.

3.2.4 Display

Two and three dimensional displays are currently supported depending on the di-
mensionality of the simulation. Example simulations and discussion are provided in
Appendix (2).

3.3 SEQUENCE

For the model in Appendix (1), water is routed and spatially averaged in the fol-
lowing computational sequence:

time t=O:

(1) State, terrain, and meteorological variables, are assigned initial conditions.
(2) Elevation profiles are normalized and gradients determined. The gradients are used to
determine maximum likelihood routings of soil moisture subject to terrain conditions.
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repeat (t > 0)

for each surface pixel do:
begin

(1) Calculate Precipitation from real-time meteorological data

(2) Determine runoff as a function of:
(i) Free Drainage,
(ii) Surface Gradient,
(iii) Landuse,
(iv) Soil treatment (compaction, terracing et. al)

(v) Soil condition
(vi) Precipitation

(3) Determine Evap(-transpiration as a function of:
(i) Soil Type,
(ii) Landuse,
(iii) Wind speed,
(iv) Temiperature
(v) Relative Humidity
(vi) Free Drainage

(4) Determine Surface Inflow and Outflow as a function of terrain and meteorologic
da

for each soil horizon do
begin

(5) Determine Infiltration as a function of:
(i) Permeability by Soil Type,
(ii) Soil Type,
(iii) L-anduse,
(iv) Soil condition
(v) Surface Gradlient

(6) Calculate the total differential f'(w the mnass balance in volumetric units:
&4H-,ij,tddt = d/dt(Precip) - ddt(Ru:ioff) - dlt(Evapotranspiration) -

dlt(1 ufiltration) + LlVdt(In flow) - d/dt(Outflow)

(7) Calculate a new volumetric moisture st- based upon an a priori spatial
average of the volumetric mnk. .. turc state and the calculated total di ffcreraial:

Ol'jt= Spatial Averagc(0)j I jii t- I) + (it d 'j.1 ' AIt/lt



(8) Extract the real-time state data &R . If is significantly different than the
estimated state e, then adjust estimate and re-spatial average the adjusted value: 10

if I (8-8R) I > 5 Lhen e = EOR+i - E (9)

where
8 = the tolerance criteria, and

= the error adjustment

end; (for each soil horizon do)
end; {for each surface pixel do)

until end of simulation

4. CONCLUSIONS

State-space theory is used to spatially average soil moisture in two and three di-
mensions using new symbolic techniques to build systems of differential equations. The
process allows for the modeling of key hydrodynamic elements required to define the
primary mechanics of flow. The hydrodynamic budget is combined with a spatial aver-
aging shell to produce a method for estimating soil moisture using weighted information
from nearest neighbors and weighted information throughout the test region. The model
uses a flexible window format for spatially averaging soil moisture within horizons, and
separates two and three dimensional flow using independent depth averaging methods
based on infiltration properties of the soil. Preliminary results, Appendix (2), indicate
that the method is computationally efficient and produces "intuitive" routings under un-
usual flow conditions.11

Future efforts include a calibration and accuracy assessment for the model and a
refinement of the algorithm used for real-time data adjustment. The method will be
tested and validatedusing observed real-time data from two Iowa watersheds.

1IIt is implicitly assumed that deviations are due to estimation error rather that measurement or calibra-
t ion error.
11The model runs under 512k of memory on an Apple Macintosh arid has been written in Vanilla Pascal
for ca-sy portability to other operating environments. An iteration of the model (10 x 10) displa>) re-
quires less than ten seconds on a Macintosh II.
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APPENDIX 1: VANILLA PASCAL CODE FOR THlE

SPATIAL AVERAGING MODEL

FIE~itor's Note(: Space limit ationis preclude printing t he 26 pages of programn
listinrgs in these proceedinrgs. The Cold R~egions Research Engineering Laboratory
should be 1 cont acted to obt1ain the pirogram listing.]
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APPENDIX 2. PRELIMINARY RESULTS

A prototype dynamic spatial averaging shell was constructed to begin feasibility
testing of the state-space method for two and three dimensional flow using simulated
real-time gridded data. Each simulation assumes the following Soil Conservation Ser-
vice (SCS) conditions: (1) controlled soil treatment, (2) fair soil conditions, (3) sandy
loam soil type, and (4) wooded land use. In addition, the following meteorological/
climatic and insitu sensor conditions were considered: (1) 1 mph wind speed, (2) tem-
perature 500 F, (3) 10% relative humidity, and (4) an initial volumetric soil moisture
content of 20% 12. These conditions were held constant (i.e. steady-state meteorologi-
cal conditions) so that we could clearly illustrate the combined effect of only precipita-
tion and elevation on the spatial averaging of soil moisture. In each array pixels are dis-
played as variable grey-scale intensities depending on the volumetric moisture value by
location within the array. Grey-scales were assigned intensity from white to black de-

pending on the volumetric soil moisture value, which could vary from 0 to 100%, re-
spectively. For elevation plots, grey-scales were assigned depending on elevation con-
tours (i.e. darker textures indicate higher elevations and white indicates the minimum

Oz

I

Appendix Figure 1. Elevation profiles for the
spatial average simulation

12 A detailed listing of boundary and initial conditions may be found in McKim and LaPotin [19871. i
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elevation in the region). All grids are displayed on a 1 km by 1 km basis within a 10kra

by 10kr test region. In each simulation, states are re-computed and real-time data is
integrated into the system on an hourly basis.

ELEVATION

The elevation profile for the region is provided in Appendix Figure (1). Initial
conditions indicate a "mole-hill" at position (5,5) within the 10 km by 10 km matrix, and
an inner basin between the mole-hill and the ridge at position (10,10). Otherwise, the
elevation level is gradually declining from lower-right to upper-left.

- - -- - - - - -

Appt. 1ix Figure 2. Two hours into the base simulation. Volumetric soil moisture profile
is shown to the left; elevation profile is shown to the right

TWO DIMENSIONAL SIMULATION

In Appendix Figures (2) through (4), two dimensional routings of volumetric soil
moisture content are provided. For each simulation, moisture influx at position (5,5),
the centroid of the "mole-hill", and at position (10,9) adjacent to the crest of the elevation
profile is given as a saturated steady-state boundary condition. Darker textures indicate
greater degrees of saturation. Precipitation conditions dictate saturated flow at positions
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Appendix Figure 3. Four hours into the base simulation. Volumetric soil mois::.:re profile
is shown to the left; elevation profile is shown to the right

(5,5) and (10,9). As an example of using real-time insitu data, the CRREL/ Dartmouth
radio frequency probe13 indicates that near saturated conditions (40% volumetric mois-
ture) are present at position (3,3). Moisture is being routed away (northwest) from the
point of maximum elevation at position (10,10) and down the gradient. After two
hours, complex routing is beginning to develop near the "mole-hill" shown in Figure
(6).

Four hours into the simulation, the saturated flow conditions at positions (5,5) and
(10,9) have produced near saturated flow regimes throughout the inner-basin between
the "mole-hill" and point of maximum elevation in the lower right of the 10 km by 10 km
matrix (Figure (7)). Saturated flow at position (5,5) is being fully routed, via overland
flow, away from the "mole-hill" and saturating the basin located in the upper left (i.e.
positions (4,3), (4,4), (5,4)). Water is routed according to the degree of saturation and
the elevation gradients within the grid array.

Six hours into the simulation the inner basin is completely saturated and marginal
areas are approaching saturation (Appendix Figure (4)). T,,e "over-flow" of precipita-
tion at positions (5,5) and (10,9) is being routed from lower right to upper left according
to the regional topographic gradient. Conditions appear saturated due to the combined
effects of poor infiltration of surface water into the silt clay loamn soil, and very large
rates of precipitation that far exceed the rates of runoff and evapotranspiration.

13 re. LaPotin et al. [ 1987 1.
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Appendix Figure 4. Six hours into the base simulation. Volmetric soil moisture profile
is shown to the left; elevation profile is shown to the right

TI tREE DIMENSIONAL SIMULATION

In Figures (9) and (10), the two dimensional routing is extended into a three di-
mensional regime (three soil horizons are displayed using off-set pixels by location).
The simulation uses three specific Soil Conservation Service soil types for horizons of
known depth: (I) sand clay @ 0 to 3 inches, (2) sand clay loam @ 3+ to 6 inches, and
(3) silt loam @ 6+ inches in depth. As indicated by the varying grey-scale shades at the
three levels, the clay content and horizon depth greatly influences the transport of volu-
metric soil moisture through time. In Appendix Figure (5), the simulation illustrates two
point sources of saturated soil at positions (5,5) and (10,9). Again, the "mole-hill" is
located at position (5,5) and elevations gradually decline from lower right to upper left.
In this simulation the upper crest, pixel (10,9), has distributed its volumetric moisture to
adjacent pixels, and moisture is distributed down-slope toward adjacent low areas. Pixel
(5,5) remains saturated due to the combined effects of overland flow and high point
source precipitation. In the simulation shown in Appendix Figure (6), lower elevation
pixels (adjacent to the "mole-hill") are approaching saturation. Locations between the
mole-hill and the crest are also becoming saturated, and moisture flow is beginning to
divert around the mole-hill toward the drier low lying areas.
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Appendix Figure 5. Early simulation
matrix for soil moisture in three horizons

Appendix Figure 6. Later simulation matrix
indicating complex volumetric soil moisture

profile in three horizons
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UTILITY OF AN ARTIFICIAL INTELLIGENCE SYSTEM IN FORECASTING OF

BOUNDARY- LAYER DYNAMICS

M. D. McCorcle, S. E. Taylor, and J. D. Fast

Iowa State University

Ames, IA 50011

ABSTRACT

Determination of input data requirements for numerical
prediction of boundary phenomena and presentation of computational
results, in-process subroutine selection and interpretation of model
output can be facilitated by techniques of artificial intelligence.

A detailed numerical model of the atmospheric boundary layer has
been developed and used in research involving low-level transport of
momentum, heat, and moisture. The model has shown utility for a
number of horizontal scales and has been applied to prediction of
regional convergence patterns associated with severe weather, the
local transport of agricultural pesticides, and simulation of insect
pest transport. This system allows simulation of stability
conditions in the three kilometer layer and details energy exchange
at the surface. The time-incremental nature of the model predicts
the time of maximal transport and minimum transport and may be used
for delineating regions of dispersion and of deposition.

1. INTRODUCTION

As meteorological research has advanced, atmospheric models
have grown to incorporate many surface physical processes on a wide-
range of horizontal scales. These models have been developed to
survey microscale processes of turbulence, mesoscale dispersion of
pollutants, as well as regional and large-scale circulations leading
to severe weather development or transport of biotic agents. Some
of these models, such as the one discussed in this report, have
shown utility in a variety of situations. Each applied boundary
layer problem requires specific initialization procedures, in-
process subroutine selection, boundary criteria, and output
processing. The time-consuming process of preparing for a
particular operational problem may be expedited using artificial
intelligence techniques in harmony with a more general boundary-
layer forecast system. In addition, verification of model results
may be incorporated into an expanded knowledge base which improves
the utility of the meteorological mdel.

T1,0 goal of this rer;earch ha; been the development of a
versatile forec.i't system capable of accurate Simulation Of low-
level. at ilofpher-ic cir(ul atioiis by utilizing fine grid resolution and
dota i 1 l surfac(' ph"!; ics. The, model has been used in basic research

oi I o",-IC jet'; .1n(1 boiv-- 1l a 1 yt r convergence fields over the
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Great Plains and in applied problems involving long-range movement
of insect pests to the Corn Belt and the regional transport of
agricultural pesticides.

This paper will discuss the status of this research and
present future plans for the incorporation of expert system

technology. An overview of the boundary-layer forecast system used
in this study, found in Section 2, is followed by a discussion of
results from three specific applications of the model. Artificial

intelligence possibilities are discussed in Section 4.

2. THE MODEL

A three-dimensional numerical forecast model for the planetary

boundary layer using a coupled atmosphere-soil system is described
in detail in McCorcle (1988). The atmospheric portion of the model

is governed by an anelastic, hydrostatic system of equations derived
for a terrain-following coordinate system. Temperature, specific

humidity, turbulent energy, and the horizontal wind are predicted in

the model by using a prognostic equation of the form:

+ A a K A (1)

at az

where A is the prognostic variable and F is the forcing, which

includes the pressure gradient force and buoyancy effects.
Typically, this type of equation is discretized by using various
finite-differencing approaches. For results reported herein, the

advection term, V - VA, is approximated by using a leapfrog scheme.
According Co Paegle et al. (1976), finite difference approximations

in z prove unstable for many profiles of K because of nonlinear
computational instabilities. To overcome this problem, the
right-hand side of Eq. (1) is discretized by use of a finite-
element technique based upon Galerkin approximations. A detailed

discussion of this method is found in Paegle and McLawhorn (1983).
The vertical velocity is computed diagno. tically and is calculated
by integrating the continuity equation by use of centered

differencing. The pressure deviation is determined by integrating
Lhe hydrostatic equation downward. Physical forcing in the model
is due to radiative heating and cooling prescribed at the earth-
atmosphere interface in a surface energy budget equation.

To account for the large vertical gradients of many of the

prognostic variables at low levels of the atmosphere, a transformed
grid system is used to increase resolution in the ve.-tical. The

lowest nine levels, below 119 m, use a logarithmically-spaced grid.

Above 119 11, 10 additional levels are equally spaced about 205 in
apart, up to tli- -op of the model at 2500 m above the surface.

To more prcis:tly predict surface forcings, the model

incorporates foreuasts of both moisture and heat flu:.xes within the

soil by u;iIg a :;oil-moisture forecist method similar to that
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described by Mahrt and Pan (1984) and Pan and Mahrt (1987).
The vertical grid consists of 15 soil-temperature computation

levels, spaced equally 0.04 m apart, extending from the roughness
height at 0.04 m to 0.52 m below the surface. The soil hydrology
model uses a two-layer method to update soil-moisture content. The
upper layer is 0.08 m deep and the lower layer is 0.44 m. Because
temperature forecasts rely on soil-moisture content to calculate
soil thermal conductivity and heat capacity, updated soil-moisture
values are interpolated to match the soil-temperature forecast
levels. The model allows for the addition of parameters to
simulate vegetation effects such as transpiration and canopy-water
evaporation.

3. MODEL APPLICATIONS

3.1 SIMULATION OF THE GREAT PLAINS LOW-LEVEL JET

The diurnal oscillation of convective events in the Great
Plains of North America has been documented by investigators for

many years (Blackadar, 1957; Holton, 1967; Bonner, 1968; Wallace,
1975). Their findings have shown that the nocturnal phasing of
convection may occur even when the large-scale synoptic situation
would warrant convection both day and night. Most theories have
attributed these diurnal oscillations to changes in boundary-layer
convergence fields resulting from a low-level nocturnal jet.
Convergence in the region north of this jet may result in strong
upward vertical motion at the top of the boundary layer. Recent

studies have been devoted to simulating these oscillatory
characteristics in a boundary-layer forecast model.

To examine the model's ability to simulate observed jet
phenomena, a springtime case of nocturnal convection is analyzed,

and data from this period are used to initialize the forecast model.
26-28 May 1988 was characterized by pronounced nocturnal

thunderstorm activity over the central and southern Plains.

Rawinsonde observations suggested a low-level wind oscillation
during this period. The nocturnal maximum of the winds and the
convection could not be explained by the large-scale synoptic
sitit;ition nor was it forecast well by the National Weather Service
forecast models.

A 4S-hour forecast: was integrated having been intialized with
dat_ from 1200 (MT 26 May. The National Weather Service Nested Grid
Model forecastl of the 850 mb height field was used as the upper-
boundary condition to retain realistic ambient conditions. The
radar summary at 0535 (;MT 27 May depicted in Fig. la, shows
widespread convection over the northern Great Plains. In Fig. lb
the forecast wind vectors and i.:otachs at 500 in are shown for the
same time peri od lere a we l-defined 4 et is forecast over the
(J,:it:--il tlaiius with ;pr eds nea r 30 m s--. The low-level convergence

., :t I wi'h i ;is; exit r:e ioii of this wind maximum was a likelv
tri-,J r f r(,!- t I(, , ;, t ( ,cct io:0 . Ail ( i st-west voi 1ic l cross -
secti (: t f () , .TI o I f()I-c Ic..a- , : I jt is ; pre;e nlted l l Fig. lc.
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Radar Summary: 0535 GMT May 27 Model Results: 08 GMT May 27

a1'- I X" - 2

I . . ~ .. .

20 MIS

0 00!

-12 107 5 U2 -- 5 9 5 0,5 13!

L igikLud a

Figure 1. a) Radar summ~ary of precipitation for 0535 GMT 27 May
1988. b) Miodel forecast wind vectors and isotachs in
ms-1 valid 0600 GMT 27 May. c) East-west vertical
cross-section of the v component (north-south) wind
speed at the Kansas-Oklahoma border (370N latitude)
valid 0600 GMiT 27 May. Solid contours denote
southerly sinds and dashed denote northerly winds,

3.2 REGIONAL TRANSPORT OF INSECT PESTS

Some in,;ect pests of corn are introduced each spring to the

Miu'west by th~e northward migration of populations that overwinter

far ro south.- Pesearch by '.aster and Showers (1982) and Domino et

l.(1983) hon;s shown that nocturnal, long-range movement of
nor Luidul such as the black cutworm, A(,rotis ipsilon (Hufnagel) , is

;trongiy cu,(rre ited to pu-rticular low- level wind conditions that are
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common dur'.g the spring over the central United States. This

research ha. a:tempted to formulate a forecast method to accurately
predict the inroductior, of wind-transported pests. Forecast
information of itsect introduction may then be used for insecticide
planning and other pest management decisions.

An advection-diffusion forecast routine has been developed and

added to the numerical forecast system described in Section 2. The
method directly predicts potential pest concentrations throughout

the domain. To simulate nocturnal flight characteristics of the
black cutworm moth, three-dimensional dispersion in the model ceases
after sunrise and concentrations are summed vertically and held

constant until after sunset when dispersion resumes. Factors such

as swarming and flight speed are introduced directly into the
concentration forecast equation by varying the turbulent diffusion
coefficient and the advecting windspeed, respectively. Initial

concentrations are determined from winter soil temperature extremes,
accumulated growing degree days, trapping observations, and

continuity from earlier forecasts.

Black cutworm moth concentration estimates from the dispersion

forecast for 22-24 March and 7-9 May 1988 are compared with

trapping observations in Figs. 2 and 3, respectively. (Note that

Missouri data is not yet available for these periods.) These
results agree with trapping observations, confirming that the

introduction of moths to Iowa and Illinois may have occurred as soon
as two nights after the onset of the southerly winds. For both
cases the highest black cutworm density was found near the low-level

. ... . * moth captures ,

.,, 'f

a 1 J J- >. -

" I. , I , J, ,,,'.• . -.,f , . I> .' 1 j
• . .. . ,• . r... -- . "''i 
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.. ... D' .. l-• .. .. .. "" ""

I A
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20 idu1/ Sunset, March 22 -.- 20 U/S Sunrise, A/arch 24

Figure 2. Model forecast "300- n wind vectors and computed
concentration indx I valid a) 1800 CST, 22 March and
b) C600 CST, 24 Marc h (solid circles denote trapped
black cutwomi iiothv;, MissourL not reporting).

The crt.n' v t i on i l(h: L1 1 v, ; rlonless quantit y based only
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Lo if/:, Sunset May 7 - 20 Ll/s Sunrise, May .9

Figure 3. Model forecast 500-rn wind vectors and concentration
index v5alid a) 1800 CST, 7 May and b) 0600 CST, 9 May
(solid circle denote trapped black cutworm moths).

wind maximum, or jet, ;t 500 meters above the ground. These results
agree with Ahose of Wolf et al. (1986) who reportad that radar-
observed flight tracks were near the 500-meter le-el.

3.3 DISPERSION OF AGRICULTURAL PESTICIDES

Selection of initial conditions and model elements permits
another dispezsion simulc-ion method which has been applied to the
mesoscale movement of volatilized agricultural pesticides. The
impact of these chemicals on water and air quolity in areas in and
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adjacent to the Corn Belt is an increasing healfth concern. Figure
4 shows wind and concentration index results of a twenty-four hour
simulation of pesticide movement out of Iowa. A finer grid
resolution was chosen for this problem. Initialized concentrat-ions
were based on typical springtime pesticide applications and
volatilization rates for the given meteorological conditions. The
synoptic situation was based on a 1988 springtime case crnd data from
the Nested Grid Mocdel was crice again used for the upper boundary
condition for preLasure.

It. INCORPORATION OF ARTIFICIAL INTELLIGENCE TECHNIQUES

4.1 MODEL INITIALIZATION

The numerical model can be initialized for a range of grid
resolutions. A coarse grid, 150 kin, is chosen for simulation of
synoptic-scale, low level, circulation. Time increments of 500-1000
s will satisfy numerical stability criteria. Rawinsonde
observations are normally adequate for initial temperature,
moisture, wind and pressure field inputs. When the computational
iodel is used for regional, sub-syroptic, descriptions, a finer

,id, decreased time step, and incorporation of surface weather
observations becomes important. Movement of biotics je u~ully
analyzed at the sub-synoptic scale Drift of chemical agents such
as broadcast pesticides requires grid scales less than 75 km and
greater terrain analyt _ detail. The model has been applied to a
scale as fine as 20 km. Vertical. resolution both in the atmosphere
aind in the soil may be adj iisted as des irahe.

A 'knowledge -based svs tern can be implemented to (10 to riie tlec
optrinal ;ll id siz e for Ca speci fiC6 appl ic ition. The systecm vill
aidd it ioril 1 1 v recommnend or specif rill~ o cher iit ial c tail I gira*t. ion
pa ise IIltees a rid da t a re qiireme ,t's i ncl1ud ing app rop r iate timew st-eps

ai~ t rC:infield data. It the U~r i s ua bIe to provide all
roe01111 tiedi'luts, 'lhe exper t sys'~te cwiill _ ive an evaluatiion of

impaict associatedl withI non-optimn l conf igurat-iois.

The C (if i rati on Of tie prCocess Used in execution has
C() 1*d,,rah To inrfluenice n com1putt iionial t incli and Oil the plrecisiton

arc rir Of- ruiL1,incTel resia],Cs. A number of subroutines deoal ii

%:itl !(iui m onietiro, .'caeliuig ocal i:'d pre(cipitioin, tili

f 111T tf e (, Ii' (ecIit'jiet he :aleVe by ,K Tg ial I :at

34 iI'jI'J lT SX AlT

t~i-:~ie :ia 'Ilr PondlkI(tjU liiiIop iI(T i

1 1(i () tI i ' I --
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SeleCt ion Of outpuLt parm enis, ro 1-governecd. Accordingply,
output selection may b)e achieved under system control,

4.4 OUTPUT INTERPRETATION

When model gene rated outpult 1ii S been ve riftied by observation,
some van ability between the~oret irol and real -world occurrence is
expected. A knowledg-e -based watr i% will enab~le the system user to
comment on di ffe renic(s from reality and to specify parameteors that
the user suspects may be influencing the system. Such user - provided1
observations will1 provide a prob~abili ty analysis and bias corrected
output which improves model rel fabi Ii ty as implementa tion expands.

5. SUMIMARY

Assessment of specifications that are availab~le for applying a
bounidary- layer forecast system to a range of perceived
functions , indicat-es that expert system technology can provide
substantially increased system utility. A three-dimensional,
coup led ear tli -a tmos)1 ere moJdel1 to forecast boundary layer phoneomena
has been applied to describe a number of meteorological and
biological events . The conifigurationi of model elements and
input/output_ parameicte(rs required to exploit thme capability of the
num1erical mIethlod normially requires the efforts of a highly- trained

spocia'list. Artificial intelligence programming is conducive to the
creation of' a metecorological system,, that is adapted to the potential
applications by non-expert, but- competent, personnel. Such a system
canl provide b~othI numerical and min-numerical output. as required by
the user.
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RESEARCH IN TERRAIN KNOWLEDGE REPRESENTATION
FOR IMAGE INTERPRETATION AND TERRAIN ANALYSIS

Olin Mintzer
Center for Autonomous Technologies

Research Institute
U. S. Army Engineer Topographic Laboratories

Fort Belvoir, Virginia 22060-5546

ABSTRACT

This research paper emphasizes use of landforms as a
fundamental component for the representation and organi7.aticn
of terrain knowledge. Explicit characterization of
observable terrestrial patterns provides an intelligent basis
for the identification of landforms from stereoscopic aerial
imagery. Knowledge of properties associated with individual
landforms provides a foundation from which to infer terrain
aspects of military relevance. On-going research focuses on
the development of an expert system for landform

.:d'riif~itin. Here, a computer program servesasaon
I ino- computer consultant to a terrain analyst interpret ing

roai picjer-'al photography. An expert system shell is,
is a:ool I a en-ode doma in specif ic knowiedqe relating

aio o-d~int if iLD'1( t ature-s to specifi I andorm i . eoa

p Il t h e (--~ h, n iot y et imniIe ie ri t ed a s a n 0 e:pe 1t-
cie wit h the potent ial 11o ( 1,iindform i nf orinat L-n

p1 ino~'-im 1 e'in an aridi onvironmnent w-ith such
I ,d p1~yi o ili vial fian and h s wnoerea

w ~ ram1 -, r i a ria Is :i ,i i ke ries n nf l nt
p 1 .t !,n 0 - ha _(d nn~ a peoi is a.-Sociated witnK.

C , n Fi I-,a,,a, t 3nks wil.1 hV p down tinder wect
d i ne fi, i r pl4 '.r iaridinoi ,,_ne onerat-iare i -11 1)(-

y~ wi i Iri e)t~ 1 Im& ,V iV l ,

I!- f-r t ar~. ror when ' V C

(.- liv' r m ' t . T h i ' k .- i w

1 1 t1 1-, dl' , 1
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1.INTRODUJCTION

The focus of this paper is the terrain anals'
characterization and classificationm of iarndfnizz ::
important aspect of the art and science of onrrai nlnn
The ucse of iaridforms is emphasized as a riclnpn-.
for the represerntation and organiztrion. of trrankO10
Explicit chazacterizacuon of observal Y-- -a
prnvides an ti _g1i Qert. basisfr oo

landforms from imagery; morever, knwnq of cn
of a landform provides tre basi to infer many ofin
significant military aspects Ti reserc is baze on
development of an experimeirdi exprt syse in nsin
terrain analyst in identifyinga g iven landfrm fr-m
stereoscopic nerial photogaphy. Te approac isoulne
figure 1. The result ing interact ive software p rovides a
useful vehicle to encode terrain information arnd to exp inre
fundamental issues of terrain knowledge reprecrvar i _(4 andc
exoloitat ion.

The criteria used to identify landforms is adapted fr".m
an engineering approach developed for manual photo
interpretat ion in which larndforms are characterized by
pat tern elements. In Sect ion 2, the pattern vlmnQ or,-.r
defined and some of their key propert ies are desrsibed.

C'orvsruct icm and operat i of the ex.periment al r or t.
system is~ presented in Sectin 3. This sction deal wi rV
hw desc~riptors hased on landform patte rn 1imt are
rincorporated as a krnicwedge base in da r ~1 uj.
e-ef ' ytem~r s:.ell. Then, se of e exer syte Ls

de 'mr srated with two examples in wh ic landfa rmsde

ideriie based on. user-entered vaue f I Admit'

in Sec~tion 4, pote ntial un of genral~Yize proerId
ansqian- with landorms is discsan ino th -rx

w7"rn ex m ls Finally thfi-- E L'ru c fi t- r i,-

annYARis mariz-d in Senn 5r

2./ MI FNILE . rjNFOP UHAPA77EPIZAT'2

1"r"- 1 A n inn ; A
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formtype, drainage, density,,, _-rosion, speciLal, tone, land use,
and vegetation. Taken tog-Lher, descriptions b~ased on thesef_
pattern elements provide valuaible indicat~i'ors s-o the ideitity
of an unknown landform.

Regions of the earth are classified in terms -of climat>
(climate) based upon knowledge of specific temperature,

precipitation and environmental characteristics. It is
desirable to limit the set of pogsible landform candidates
those wh)ich -Ire known to ex:ist in the spekific clim~atcc
region.

Each landform has a characteristic geometry or form
(formtype) . The surface materials of iandforms have speclfi-
modes of deposition or occurrence. in general, landforms ar-
quite homogeneous in texture arnd composition being derived
from the same unconsolidated or consolidated materials;
often, the surface materials of the iandforms are the parent
materials.

The surface, drainage (drainage) is useful in dtriet
the general, shallow sub-surface texture, oiruosit: on arid
(115tr ibut ton of the surface- mate rials, and the topo~graphi~c
relief of art area. The drainage represents the impression
rainfall has3 had on~ the runoff pattern of the eroded srae
WV-ere overburden is thin, drainage patterns provide general
information about the structural atti-tude of the consoiidate"o
m-"aterials.

Density (dJensity) refers to how closely or o~penly, spaced-
the drainaq(2ways are from each other. In general, the
des-ri t ion of the spac-ing ranges from fine to coarse.
tUsuall,, ir-Spaced drainageway system sigjnifi-s, that a
lot of e-rc -ion has occurred -- silty or clayey soilis are
indicated.

Erosir.nal characteristic - (erosion) are important
1 r11 torof the suriacr t 're rposition an]

S i t i -r. o f thse or f r mli t t - ialII i di -s with 1,- s h a
Ii lI~~ndr'r fIEdium-to-coar 'c -i txilr-d soils,

or( - r') iry e i (a 1  r~ ir, a s d'1~

fr:, te- 1 u]~ iaye-r 1 ngj of he- pa'

t r Jr > j n ) / f m~oct e r4 cf

ir (r ) s': 1i t'c, n ;~r 71 7I

I Q2 7-771 r! !I' .' 0 ,
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with the characteristic tonal patterns, indi(:ate soft
subsoils.

Photo tones (tone) are indicators of texture,
distribution and composition of the surfa ce materials, and at
times indicate the moisture condition. Tones often indicate
the relief and drainage characteristics, and are essential in
the identification of the landforms which possess
characteristic tonal patterns. In general, light photo tones
indicate granular, well-drained soils, while dark tones
indicate fine-textured, poorly-drained soils. In
agricultural areas, gray tone patterns that are large and
rectangular in shape, indicate that the area is relatively
flat. On the other hand, irregular, narrow, banded tonal
patterns due to contour farming indicate high or moderate
relief.

Land use (land) is an important indicator of relief in
an area. Flat areas are generally under cultivation, while
upland terrain is identified by large wooded areas, limited
farming and a predominance of pasture land.

Vegetation (veg) is an indicator of the texture and
drainage characteristics of the surface materials. Orchards
are indicative of sandy, well-drained soils, while willows
and swamp vegetation are indicative of poorly-drained, fine-
textured surface materials.

Based on pattern elament analysis and collateral data,
the engineering photo interpreter systematically delineates
and classifies terrain features. Identifications of
landform-associated surface materials are considered
reliable, but many subsurface and stratigraphic
interpretations require more detailed analyses.

To formalize these concepts in an expert system,
landform fact sheets were assembled describing photo-
observable characteristics for a set of major landforms from
a data set of representative stereo aerial photography.
Analysis of ycvcra approaches to landform characterization
led to selection of the terminology described above. The
descriptive categories continue to be studied and revised for
precision and conciseness.

3. AN EXPERT SYSTEM FOR LANDPM ITDENTIFICATI ON

3.1 DESCRIP' ION OF AN EXPERIMENTAL EXPERT SYSTEM

The expert system, as disonsse ind this paper, is an
interactive computer program that uses reasoning t owni 01105

to solve problems operat ing nn a pov nm (.m.rin knowle dg
base with c -sn nci fin input providn ny a user (Wat.or, l
and Hayes:-Poth, 1982) . Expert k , ... . in'ludir.g p ,(blem
domain dosc ip tions (facts) and hewristics ( rules of thumb)
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is as-sembled in a knowl dci liazf. Tho ~n - ~p:
r (1aso1 C) n ng me ch an is m Lha~ t a n k w ( 2rf kr 1eg i). '': 1:
att ribut-s is kznown as a irne -rnine (Van Hoi ri,
Irn addi, ion toc ui table I c- rdj' reroena. ion,
1 n-erence engine requir '., rat egy '-o ad -Ir'ssrO
problems arid a mechariism ra-r 1 with uncertra" dao'

The task addressed !in h-is expert System resoar'-. s
Iaindform identificat ion. it is designed to assist '__ja~
analyst in the interpretwLan : of Stereoscopic aerial
photogsaphv, and provide:; i, -xcellent research vteh:' 1(_
explore and test terrain kno(wledge representat. ion. C0. :
approach embodies problem domain knowledge adapted fi: -., the
patterni element analysis apprcach described. in Sect icr. 2.
The goal is tco identify indi vi dual landforms oIbserved in
stereo derial photography L ased on evidence elicited '.pinD the
terra in analyst .

3 .2 KNOWLEDGE ENGINEERIN; SYST'!EM (KES)

Knouwledge Engineering System (KES) software, a -idImaln-
independent. expe rt sysftem she 1 1, was instal led in the Center
for Art ificial Intel Iiget , Research Institute, EoIre
Topographic Laboratories r a VAX 11/7801 in 1985. Or ginalI'
develeped in LISP, KES Vrin2.4 has been iniplemnenttad in
the C pm ocramin ng I anquaw-v a-nd i s available for a r oilo
rn icro, i(ini and ma infraie- (omput ers. KES Supports t~r hmee

appr~a 'h'sto dc:ci s ionf%,Irigj p rcoduct ion ru les (rS)I
hypotA 1 'a i s-amnd-test (lIT) ; iaid Bayer'aan statistical patte:rn
c] asi f i cat i on (Softwar, A & E, 1 98-1a, b).

FES oulsallo:w almdomain :specialist u'( create,
-:tti ref ine' a domcil diCi l knowledge base which,'-

moo ' t a;:clas.; a rhi;osand valuesi. Rule f s a re
nst-an' t far eac-h mim~of a class. F acts are dec lared
a;hivo-,ia s1ing ir' o-r rmil; ut values. 'The rulos are w, itten

n ] o)qLcal form iI"TI ' providing a basis for
np('rat!ir'q on individtial dama. KES supports an approach
tr t ho delfinition of -Ii f and class attributes that is-

easy; tI o use and undersf. -red A Special class sect ion 'n the
-.- 'dcc,1, r l"ise i'A c e -Ib~- 11) ,,h- atrib-utes in each cls

3.3 !i HG LING A KNOWLEPI I A LN FOR LANDFOPM I DENTIFICAION

I>'oosiruct, ai km dj*' hi,-A , laJndfo)rm cas
i1 1 i.) ::;l i I Ir t l tj 1; n maniu il t L'trdj VS'S :

e;c:;e:;f' :p~: ~ K)rbu':and chrvtf1.~11'
Ib I I r's .A p i ' mahcko la uimr
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Consistent with Section 2, she :3r- .5a~r'7 a 's
ar- ma intained ra nain g f r ( f. fV: Cc (c~ T) c7 v,(V I

(ve g) .Drainage, for exampe, Jiac'l&~edr

17 possible values ra--nging L ,m t~ra~ i i ilal I~ §

,7ajlue is relevant to at leM r.1 aSns:a lrar r
laridforms.

instantiat ions for tiwo s-pecific landfo)rms-, alluvia-: tar.
-and playa, have been extractari frrom the- knowl,,edge lhaz- raSO
presented in figure 3. Noto_(- that in hoccas-es, a 1
value has been associated wit La &ach of 1-h- nir:a .arndf'rm

dsiptions. Inthe case of fsh'e ,Iiuvlal fa _n landfo-rtrf
erosion is described exclus-ive 1y ;-s vsli__1apred wh ile tho Vall_.

ferosion on a playa Is c(d Sto o a s nne

.4 USIING AN EXPERT SYSTEM VQ.LANDPOPM IDENTIFICTQ

To use the KES expert system, the user works f rm a),n7-n
3lphanumeric terminal placedi adijacenit to7 an ai hir imctqc
diisplay (a film-based light table or digital image
pirocessor) .Two examples of cierialI photos f ro-m a d es i

arvroMent in the southwec. -rn UTedTass)r-h'o.i

figures 4 and 5. The computer programt addresses the
W 4th a series of queries to eiciting case specif ic values

Per ach relevant attribit e. The infercznce engine o''ae
the inforrmat ion furnished b'/ the user anld the koias

naose to identify the Ia n dfo-,rr. If all attribhute ye:.masc

landform descript iof in the kno wiedqe has, p' r n a
name of the identified Landfapin aridl tha noatSiawr. t
mra esent s a c(:rta i nty fact,_<r of rawas. n- :a
:nMrfom description iscrsaetwiha

-"pcified observations, the rnrogno-m rtun.:anse
nidae 1 a nd f cnm.,_ i its in q t ha n< fnn -e 'A> ari <~ '

c-at e a "hi n'', llrode ra a r rV ow" )-,j if in r-
_nial idaentifircatio-n.

Port ions of a t':Tica Iita:lv-.~so Ire re-,d(ll

~ ior in this case, . dIStIP rd:

.a' .if i, -hat, the us - Prrrmnt(2d tor a a s' f ,r

r, - : na y K' r) rl Ta 5

tirr fqj lr :-:a'r im 1 a*j .

.''~ ~~ , r 1~ rl . t )K . ' .t ~ r

1p1 V~ 1: f r- i I

-d l , i s f i o a ) I. t I I f '- I a i t h

r, r f i a i f i- , r irt' T
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user ezer(I -- -- the capability to enlier multiple valu--es for
the Spec!.iL' Fejture, attribute. Options 19, 24 arnd 25 are
selected .whi trepresent the coriolt tons bounded by up-7anrd.-,
alkali dg' zsand oval shaped dep, ess io-ns. This set of
entries tri-4er another fuature- of ?'ES. TIhe- setL of values,
soecified 1 these entries and Lhe pie-vlous ly entered vali15(7
are not tntwith the description of any one land!-Ifor
represent~-d Ln the knowledgqe base. The user is given an
oonportuni - lo change the e-ntries or continue. TIr t h
e::a mple, - :s er eec ted to c--o n tr fter values for a'
attLribu t e:h ave been speci Led, L he I n~ rnc ergire retu r
a ': st: he -, :r( by playa <h> indic~att1 iq a high deaqree o-F
certainty ilowed by 33 les,- pro'l-a~ I landforrs, e:o'a wit

a lW ce ty f-actor (<7.). The lanrm~- -r, . fact, a
playa.

DPVO~~~~~ ROIO PAF ON LAIOMFOST IFE

Ge uri 1 properties that' are significant for mnit -arv
planning stbe ass igned to) ech category SI)- landfoDrrr. When :-

a terrain is~1ytident±§les- a particular l1andforrm, he car.
i.nvo,,ke -r ieassociated - w.ith soecific landforns in hot:*
of cuirrewl :rvironmental conditions to support- batt- lei el
Oie cision s1c)n-.a, Kin g. Consider the following examples to
illu stra -c o e otentrial u-e oif such a priori knowledg3e.

In fthe previous, e:*-:amplcs, the expert Syste,.
to The 1 1fication1 of ar alluvial fan i n an ar Ld

E,-;d on, gep~a ropert- ieo assoc>ateh i-
h; c') tJ r the L e~ ri r r- e s- e r

a i- r! i "Ih s land foI vi '1 e a Qg r e gat e mat
S I - ()f suraco I''l 'r u-1re )f mraodc and

to'Ur' 1 r b - o n yIt e ie' '' yd .< tne
Oitr~ ' ee gi ''''ing the~ aven-ue S 4t

approach. nTi-v: ill ha.- go ~ nthe alluvial fan,
thus takirq a d longer ro-,ue r t t- ra vel Deep gullies provide
cover for anks and reccriaissance patrols.

Th' con example renedearliLer, identified a playa
in anr- a r r:% ;iro ime rit ri I - case, the terrain analyst,.

co(n s ide(1 h r-- p ()t:e ntl a I f r u f I so ils, du sL and cons t ruct ion
aqgrrahe- can rd' on a playa, tanks v'~ll 1-oq

1 I )r, -,-n -,~ -~ landming zone cjerat on
1~ r ''~i~d y dus nor aqdgg gaLe- material will be

I-i 1S We Eir'' a r cr1 i rmnrrrar Ita
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In this manner, terrain characterization based 'orn
landform can be used to establis.h a genera i <ed knrw',i
base from which high-level inferences may:/ be drawn. This
approach may be of particular value when detailed Defense
Mapping Agency terrain analysis products scch as the Tat ical
Terrain Analysis Data Base (TTADB) or dicital Tactical
Terrain Data (TTD) are not available.

5. SUMMARY

This paper presents a research effort co:cerried v ith
building an expert system to identify landforins for the
terrain analyst. It has shown how the descriptors from
observing imagery are used in developing a knowledge base
using an expert system. The landform descriptors were then
converted into the knowledge base using a hierarchical
format. The Knowledge Engineering System (KES) was run
during which inferences were made as to the identities of the
observed unknown landforms. Given the knowledge of the
landforms, the terrain analyst provides the commander with
terrain knowledge that enables him to make decisions based on
the Intelligence Preparation of the Battlefield (IPB).
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Def ie WOKINGPars

FIGRE .AprochTorrindfr iderirficO adpedcin

Values~2 fo xpr



P attributes:
climate: sgl

(semi-_humid, semiarid, humi-i, all, arid, arid s emr_ li :1i)

formtype: mlt

(plain, ridge, hill, humnmock, slopi ng pi n iiio hcarinlei
faii shaped plaini, drCuaCta pla u, di s.oectel (?Wst-l:3,

ridge _plaiin, brcoad plairn, knobA _plain)
drainige: mit,

(pirnnate, doiiri tic, ab.sorHt i nterna 1, pars lel b.ra iio
parallel meanders, iraciial Iri io(!, anaa;tcmcl ic,

d dricdistr ibutary, cliS! ing-Lranch : !g',
derangeddoend.iit ic, artificii I

denisity: sqil
(none, mediumncns, f ine, c-airse to medium)

erosion: mit
01 shaned, Saq Sal]e , bo-: sha-pe, nonie, v shaped,

sauer~hamd, ~shpedsaoerhopdvshaped u shape i)
s iecid e. : mi~t

(.conical mound on plaiin, cat s;teps, crescent sham _es,
law tel ief , bi owouts-, cl iffs ad ja-cent to water, daetd
con Itour plOWirIC', wave pa ttern, stir shapes,
diune rermnants, equil. sideslopes, snakelike,
fluvial moriks, cigr haped, deranged med ium Jend r itri C,
meande rs ~abandone chaninels natural le _vees,
iel to shape, bonehy uplands, fani_shaped, coalesci:ng

fan, bffsw, ',cw deposit ion f rom su rrounu: sq upland:s,
alkaili depos iis, nval shapedi depressions, CUesta,, pa ral kz

ridges.2, meFandetring drainage, poor drainage, w~ricd

a L osro ~ nn ra -te, rocad fie ld pattern).

tone: mit

light to ci.- K crop, light crop, dark, light ridges,
dailk s-wali s, rs iium. to dark, dark basso light tap,
1 ight, with liark trekunifmis1,scrabble,

(Itn I p Ia inri dark dIepress i n s , l ight , da rk ciep sos si on s
light _i a kcnpl~ light modiurn, mi:-eai, du.1I)

lan nt

(ri t ivjted, cultiv--teri naturia I cove r,

ma'rsnge~ilind, for'-at-,a] none, borrow pit,-

riiI ui a ulIt iv,, t n-,sta rimot cultiv~t H ld

veg: r il

(,-4 1 3 , SOctt ond tre es, dense Wo_-ods, bayrtrn, Pa StIz,

-'' or- - - p lalci 1t , 'a , arial 11 at 1 r q

/\t'iP At il nitf st' ion ()f~ krow ltigel._ I dk' T!i~ qt
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landform: sgl ( landform: sgl (
alluvial fan playa

[description: (description:
climate = arid semi arid; climate = arid;
formtype = fan-shaped plain; formtype = plain;
drainage = dendritic drainage = absent;

distributary; density = none;
density = medium; erosion = none;
erosion = vshaped; special = alkali deposits;
special = coalescing fans; tone = scrabbled;
tone = light; land = natural irrigated
land = natural cover; cultivation;
veg = sparse natural;], veg = none;],

FIGURE 3. Portion of knowledge baze providing descriptions
for alluvial fan and playa landforms.
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FIGURE 4. Aerial photograph of alluvial fan landform.
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FIGIJRE 5. Aerial photograph of playa landform.
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Ready tow command: n 3. box shape
4. none

climate 5. vshaped
1. semi-humid 6. saucershaped

2. semi arid 7. ushapedsaucershaped
3. humid 8. vshaped_u_shaped

4. all (multiple answers allowed)

5. arid =? 5
6. arid semi arid

=? 6 << special & tone dialog deleted>>

formtype land
1. plain 1. not cultivated

2. ridge 2. cultivated

3. hill 3. natural cover
4. hummock 4. pasture

5. sloping plain 5. rangeland
6. ridges 6. forested

7. chnne! 7. none
8. fan shaped plain 8. borrow pits

9. arcuate plain 9. natural cultivated
10. dissected cuesLas 10. natural irrigated

11. ridge_plain cultivation
12. broad plains (multiple answers allowed)
13. knob plain =? 3

(multiple answers allowed)

:? veg
1. grass

drainage 2. scattered trees
1. pinnate 3. dense woods

2. dendritic 4. barren
3. absent 5. pasture
4. internal 6. cleared for cropland
5. parallelbraided 7. grassland

6. parallel 8. naturalirrigated

7. meanders cultivation

8. radial braided 9. marsh grass
9. anastomotic 10. none

10. dendritic distributary 11. natural cover

11. crisscrossingbranching 12. sparse natural

12. deranged dendritic 13. swamps
13. artificial 14. forest

(multiple answers allowed) 15. scrub growth

=? 10 16. marshes
(multiple answers allowed)

<e density dialog deleted > =? 12

erosion alluvial fan <a>
1. ushaped

2. sagswale

FTGUFE 6 Menu excerpts for aluvial fan identification.
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special

I. conical mouind on plain
2. cat steps
3. crescent shapes

4. lw relif
5. blowouts

<<< dialog deleted >>>

18. delta shape

19. bounded by uplands
20. tn_shaped

21. coalescing fans

22. buffalo wallows
23. deposition from surrounding uplands
24. alkali deposits
25. oval shaped depressions

26. cuestas
27. parallel ridges
28. meandering drainage

29. poor drainage
30. welldrained
31. crisszrcssingbraided

32. broad field pattern

(multiple answers allowed)

-? 19&24&25

A single value of landform

cannot explain all of the features of this case.

Should processing continue using those values that
are not categorically rejected

? (y/n) y

<<< dialog deleted >>>

playa <h>

stream channel <1>
esker <1>

drumlin <1>
outwash plain <1>
moraine <1>

lake bed <1>
kame terrace <1>
loessial plainl <1>

<<< 25 lower ranked landforms deleted >>>

FIGURE 7. Menu excerpts for playa identification.
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IMPROVED EXPERT SYSTEM PERFORMANCE
THROUGH KNOWLEDGE SHAPING

Joseph A. Vrba and Juan A. Herrera
Perceptics Corporation

Artificial Intelligence Applications Division
Knoxville, TN 37933-0991 U.S.A.

A primary motivation for developing rule-based expert
systems was tha desire to separate the specification of the
knowledge of a problem from the implementation of its
solution. The logic of the problem is encoded into an
expert knowledge base. From this abstract form, a
procedural version (the executable expert system) which
applies the knowledge can be inferred by a computationa!
machine called an inference engine. in software
development terms the rules can be viewed as playing the
role of a system specification. The inference engine
performs the amazing feat of producing a procedural
behavior directly out of the specification.

Of course this is too good to be true. There is an
important ingredient missing, control. In this context,
control means the appropriate ordering of computational
events, e.g. causing the rules to fire in the correct
order. Although an inappropriate ordering will often have
a dramatic effect, it has proved to be very difficult to
determine what it is that must be specified over and above
the logic to secure control. In a battlefield environment,
determinism of an autonomous decision-making system is
essential. Without careful imposition of control, real-
time performance will surely be compromised.

Recent developments in discrete decision theory [1]
give a much clearer idea of what a conti-ol specification
might look like. They indicate that it is possible (and
even practical) to separate the control specification from
the logical specification. The conventional view of
knowledge acquisition concerns primarily the acquisition of
the logical specification of the problem, the knowledge
base. The control specification is almost always an
afterthought. Only after most of the logical knowledge has
been acquired does the problem of how it should be

controlled become critical. There may be some obvious
features, such as relative expense of making decisions inO

the relative likelihood of certain events which the
designer might impart to the system. However, a c-ntr-
speoifi;at ion, developed in this fashion, will a most
c(ertaiiily he incomplete and will allow mnrv.y tlt ernate
proce:,A . t ori~s.

I 2g:



With existing expert system shells there are some
rather limited methods for incorporating control. In
forward chaining, control is relegaLed to the conflict
resolution strategy which determines which of the active
rules is actually to be fired next. For example, nr
common conflict resolution strategy is to always prefer
more specific rules (i.e. those with more antecedents) over
less specific rules. This allows the system builder to
write branching behavior more succinctly: the default in
the conditional branching becomes the most general cease
with the more specific cases caught by more specific rules.
In backward chaining a worse situation exists: the control
is hidden in rule and antecedent ordering. The meaning of
a program can be affected by the order in which the rules
are expressed! Developers of expert system shells quickly
noted control weaknesses and added meta-rules in an attempt
to keep the control information separate from the logical
specification. It is not clear that this approach really
worked.

There is another, much more commonly used mechanism
for imposing a control structure on an expert system. A
developer will often write the rules to explicitly include
an antecedent which determines the control context in which
the rule is to be applied (the added antecedent has no
logical effect). The problem is that such modifications
cause the knowledge base to contain much more than abstract
logical knowledge. In fact, when one inserts control
information into the rules in this fashion, it can no
longer be guaranteed that they can be manipulated according
to the rules of logic. There is always a danger that a
simple logical manipulation will actually completely change
the meaning of the procedure generated under the chosen
inference mechanism.

It may not be immediately obvious why a logical
specification does not provide all the information required
to give an acceptable procedural form. In order to
illustrate this, consider the following problem :

Prior to 1965, the Soviet Union deployed three
types of main battle tanks; the T-62, the T-55
and the PT-76. The T-55 and PT-76 both have
small caliber (100mm or less) main guns. The
main gun of the T-62 is of larger caliber. The
PT-76 is of low profile (height less than 2.4m)
while the T-55 and T-62 have a higher profile.

How can we identify any one of these tanks on
the battlefield?
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This problem, after some logical manipuliti(n, ,-a
described by the following set of prime rules which
constitute the logical specification of the problem

Rule 1: If the tank has a small main gun

and has low profile
then it is a FT-76.

Rule 2: If the tank has a small main gwn
and has a high profile
then it is a T-55.

Rule 3: If the tank has a large main gun

and has a high profile
then it is a T-62.

It should be noted that the case of a large caliber
main gun and a low profile has not been specified. This
case will be considered "impossible" and will be ignored
below.

in order to fully specify the logic of this problem it
is also necessary to associate with each decision the
possible values it may attain. For this example, these are

main gun: mgun is small or large,
profile: ht is hiqh or low,
tank type: tank is PT-76, T-55 or T-62.

If we were using a backward chaininig interpreter and
processed the rules in the order given above, we would
obtain a procedural form of the solution which can be
r-nrc pnt. ed hV tha decision tree shown in Figure 1.

mgun

small large

h~f

high low

Fiqure 1 . One procedural form for identify ing
Soviet tak., on the bat" letield.

Ir I I prc'dhlem:: of Fract (--! i- Sign f .i ( -i nc, however!,

n,, ;vr r t, p r>.q r ,

In i m on r e v An ,)I',



above rules immediately tells us that if we ,-iA -1-4-- 1 .
antecedents differently we would hve o' vain "
equivalent tree shown in Figure 2.

htA
high low

mgun

small large

Figure 2. A rearrangement of rule antc-,jenr-s
yields this equivalent solut ion.

Which of the above solutions is more eff .

is determined from the relative costs C,:
decisions. On the battlefield, fur example,
easier to estimate the approximate calibe-r of
a tank (from the size of the Pxplosions and oa'g :
than to estimate its height (which r E? C.

visibility). In this case, the solution s'hwr
would be oreferable, since the T-62 woL -.
without a need for the more "expensive" ht" det.trmi:: ... .

The tree of figure 2 requires height est
decisions.

From the above examp e it might be
c.tainina a reasonable procedural form isv
of sensibly ordering the rules and their ee
general this is not the case. Suppose
achieve a particular optimal behavior u p"
a backward chaining engine; it turns out ttitv
not be possible L3] . Thus, therp is a ni ,L
cr cerning how one turns a 1minimal lco u: . s,,1i 77.I:s

into a procedural form.

This difficulty with imposing control i
SyStem may be resolved by in: roducin,- J1 i ,
A(l-Tgn step called knowledge shapinq. The ideo is
-I r rocedural form which simultaneously sltisfis
control and logical specifications. K,, r w- ' t2 c f,

ows the designer to interactively exp
''on)ntrol regimes without altering the Iogi a if ,JT0< K ,.

The idea is this: backward chaining is usf-i ,-: r,-
to gAnerate a procedural form of the knowledic . ,
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-. 7 usig t,- h S U rd -A I,

dr~ to see wh, her it jk It s *,I o,:
Ad) rr ie... .

I T-y taae e 1, :ni, z wa iiv .

ST.ti .- i ,'tJ .ie of this approach that i
ohar t.e; u ract logicaL specificafI; "

'::a e, t rn, .,vs a separate step which u- -Y:
r i',: i n 3- i ied to obtain a procedui: ' . "

-:-,:a - r e

1,'; *' op' I iep~o r~ ti ly.

., , h' :a1n battle nKs :r S r

>vi t nion. In this more co , .-.
;.V :ii '.~ t w:W.s, .t erh~ine the type oft a ta k n th.

TABLE 1. PRINCIPLE SOVIET MAIN BATTLE TANKS
(e.t r acted from Dunn. gao '4 ] )

Main Gun Rate Main Gun
Name Weight Height Caliber of Fire Range

i- ", low lar El
high lare high,

-' h igh avg low 71
'[-%5 :,,.!hmfgh sarea l l ow low

l ow small low w

in i ' Il]' clii I I l y 's .k this "  info rmat io.n n ., .. ,.

Rule 1: + !o , ank nas a high weight
jn:i has a low pr. I i lo

aorl, a high zat 2 : 1 tie

th'r: it is a T-3(O.

I



The decisions and possible outcomeF v(- 'd

main gun ranqe: mgrng is hiqhr1 '

rate of fir-e: rof i s h4i!I r
main qun: mgun _sr~e
profile:. ht ish r >,

we 1 iht :wt ~s hg 1

Lank type: tank i

It is important to note that if h trnl

tou Le stated in rules, all attribut1- vaiw 012 r -

,,o--if,'ed in the tahi- must L'e represen'r j
to e ns ur e logic al a1L di ty In S 0 i
e 'vi ronnie n t s this table can t i n;:1t d

a s~ b the Jr~L er

r 17 1 1 Vl-a i

rn" e Ij 1 e *'_, l

chene, the o V im

InI d ev e r) m T1 t' o *

1 form ns o u tcsi d o'rh u, r A

SS dnver S

n 'r rU I t tl' rb *

fl D 1L t no k '

I t 1 1si~p r rp ci n t 1 1 L S . f

'k' r,-i n 1 I a n' ln

It ('

mgun Is r- 'rri rof a -'d mgrng

mgun ' inht.

ht~~~' 8 I'A t



Note that these constraints make no statement abot
the specific costs of the decisions. Rather, tney dea-
only with relative terms. They state that "rof" and
"mgrng" are easy to determine and that "wt" is hard to
determine. This control specification reduces the list of
valid procedural forms from 52 to only 8. The remainino
forms are shown in Figure 3 on the following page.

The 8 solutions -f figure 3 are better suited to the
battlefield problem than were the other 44 which were
rejected as not adhering to the decision cost guidelines.
However, we can further investigate the details of our
decision-making process. Although the decision "ht"
appears .o be significant (it appears in 7 of the 8 trees)
it still necessitates good visibility, which is unlikely on
a battlefield. Thus, "ht" sho)uld be avoided. Furthermore,
determination of the range of a tank 's main gun Is a
relatively easy passive activity. Thus, its use should be
encouraged.

These features may be used to further constrain the
solution space by making the following additions to the
control specification.

use mgrng.
avoid ht

The procedural form of the solution which results is
shown in Figure 4. Note that this tree is not a member of
the 8 that resulted from the cost data only. The tree
there had "ht" in place of "wt" (since "wt" was more
expensive than "ht") . Now that the constraint to avoid
"ht" has been imposed, "wt" has been promoted to replace
it. The procedural form of figure 4 provides the solution
to the tank identification problem which is optimal for *he
situation described above.

mgrng

lo avg high

Wt Zrof T8

med low low high

Figure 4. Imposition of a complete control specification
yields the most efficient procedural solution.
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Knowledge s hapingq removes thte temptation f :,'- he
developer to "tinker" with the system, by chang -nq the c.,r m
of the ru les, in order to opt imize its pertformance. No
alit erat ion of t the log ica 1 spe ci f icat ion I s ma'Ide during thIie
knowledge shaping step; the developer c-an o)n Iv chainge hec-ontrol regime. The resuIt of this step is a -I

proceodural form of the expect system. This procedural form
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cf the knoweedge is ideally suit ?d f r , n i_ h,
development env ironment. An additional benf t.f t v'>

method is that once an optimum procedural form has Ve-.
generated, it may be executed directly; removing 
performance problems assciatd with inferenie ine

Is knowledge shapinq feasible as a real-world appru.ach
to expert systems design and du-velopment? A version of
this knowledge shaping tool has been implemented in
Perceptics' Knowledge Shaper"M. Using specification
formats quite similar to those of the examples presented
above, this software tool provides the means for
approaching decision-making problems in this fashion.
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